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1. €& EU

EUROPEAN COMMISSION FOR THE
EFFICIENCY OF JUSTICE (CEPEJ)
European ethical Charter

on the use of Artificial Intelligence in
judicial systems and their environment

K2 (Summary)
Introduction (£ H)

CEPEJ= AME AIAEINA ZXI=(ANS A%’-g ddotdAN, =8 2d 8
2t JHQl OIoIE 23 g<%= &=otH Al =72 MHlAS] €A & #&0] JI=
ol SEEHEE 2HHO0F Bl ZLE ICP Al =72 AlZ22 B&8otl &
HotH OISO MOF olH, 2% SEHel 820t BIIE Sofl USE20t0F &L

Ct.
Ethical Charter Principles (&2l & Zo| | &)
1. Fundamental Rights: Al =322 MBIAS AXAH L RE0| Il Al
SELEE BZ,
2. Non-Discrimination: Xtg2s gtXlotd, 2128t HIOIEHE J|BtS 2 o=
AEES Hiotd| o M=6HAH At

3. Quality and Security: ISE AAQ [CI&E2A Aoz HAH= Y

= CHMSH D= SF3UM AFS.
4. Transparency, Impartiality and Fairness: GIOIE X2l &&= &2 It
Sot1 OlohEe = UEE UED, AR ZAIE FHE.
5. User Control: AtEXIt 20 g2Aet MdES & = UEE BF.
Al in Judicial Systems (AFE AIAEINAMS Al AFR)
A2l AIE2 =2 BEIAL BE A, H
M OI20XIN, s 2ZEYH= Ot 3
SLICH. CEPEJ= AIDE AHE AIAEIHM O el AtgE = U
ot USLICH
Open Data Policies (2Z GI0IE A=)
2Z OO0IH= OIOIHS JIEHE St
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Conclusion (2 &)
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Introduction (A JH)

Acknowledging the increasing importance of artificial intelligence (Al) in our modern
societies, and the expected benefits when it will be fully used at the service of the
efficiency and quality of justice, the CEPEJ formally adopts the 5 fundamental

principles entitled “European Ethical Charter on the use of Al in the judicial

systems and their environment” (8T AtSI0IA CISXIs(ANS ZE22H0l SItotd U2
M, AIDb AFE AIAES SE41 2 a2 fldl 2835 222 [ JIisE= OI8Ss
CIAIGHM, CEPEJ= "AHE AIAEDL 1 SF0AM Al AFE0l 28t S8 &2l &'0letes
M=o 51Xl D2 Jas ZAN=Z HEELICH)

The Charter is intended for public and private stakeholders responsible for the
design and deployment of artificial intelligence tools and services that involve the
processing of judicial decisions and data (machine learning or any other methods
deriving from data science).(0] &2 AtH Z& L OIOIHE Xeldte Al &72 A
HASE &3 & HiZEscts MS N 23 £ 22t OIH2HANE Hae=z LIt o
Jltle Maledd = HIOIH Mol A THME JIEF 20l ZatELIC)

It also concerns public decision—-makers in charge of the legislative or regulatory

framework, of the development, audit or use of such tools and services.(£8t 0|24

gt E42 MHIAE JHE, ZAt = AIEcts 28 L= #HM ZdSZRIAE EYote=

0K

2 oA Z2EXNEST ZEELICH)

The use of such tools and services in judicial systems seeks to improve the
efficiency and quality of justice, and should be encouraged. It must, however, be
carried out with responsibly, with due regard for the fundamental rights of
individuals as set forth in the European Convention on Human Rights and the
Convention on the Protection of Personal Data, and in compliance with other
fundamental principles set out below, which should guide the framing of public
justice policies in this field.(AFE AIAEWHA 0l2i8 =32 AMHIAS A2 AE2

SE8I S SMAIIE S SEZ of0 ZATO0F BLICL J2iL 0l M2 ¢
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Judicial decision processing by artificial intelligence, according to their developers,
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is likely, in civil, commercial and administrative matters, to help improve the
predictability of the application of the law and consistency of court decisions,
subject to compliance with the principles set out below. In criminal matters, their
use must be considered with the greatest reservations in order to prevent
discrimination based on sensitive data, in conformity with the guarantees of a fair
trial OHE XS0l =W, 2IZRsS S&t AHE 23 HMele AL &8 2 #F ZH
A8 HES U= Jtsdt 83 282 g2dds eaAdle o =501 2 Jts4d0l
U2M, O0l= OtcHOll BAIE HESS E=ots NS 422 LI A 2HUM=

gizst OIolE0l Jlgtet XtE€= 2 X6t ?lol AtE=S zlHet A SotH 1cdoH0F ot H,

Whether designed with the aim of assisting in the provision of legal advice, helping
in drafting or in the decision—making process, or advising the user, it is essential
that processing is carried out with transparency, impartiality and equity, certified by

an external and independent expert assessment.(838& X & HMZ, = &4 L= 9

AP Z2E HEUA =SS FHL ALZX0 Zeicte A2 SH2Z 2AHEHY=EN HE
Of 2H 80l Melot £33, s8d & S8z +dtHe A0l sKotH, 0l AR

2 SEXe M2IF EOLol 2o I SE 00k ELICEH)

Application of the Charter (8 &2 =)

The principles of the Charter should be subject to regular application, monitoring
and evaluation by public and private actors, with a view to continuous improvement
of practices.(81 &2 |=ES =22 & 012t =HSH 2o HIIHOZ Mg, 2LIHE

! HILEOI0F otH, Ol &

[m]
£l
10
-
Wy
I

o

ol 2 252 &LIC)

bl

In this respect, it is desirable that a regular review of the implementation of the
principles of the Charter be made by these actors, explaining, where appropriate,
the reasons for non-implementation or partial implementation, accompanied by an
action plan to introduce the necessary measures.(0|2t 2&45t04, 0leist =X S0l &

& 2 A0 et ZI18e H2EE +dote 20l BtEXotH, &8s B2 Hl7#



H OF

A
rr
i1
HI
1]
g
10
=
10
1]
x
OD
QJ
)
1]
[0
o
o
dal
1]
in
e
Qﬂ
=
4o
o
>
2
=
o
o
ol

AU}
T —

The independent authorities mentioned in the Charter could be responsible to
periodically assess the level of endorsement of the Charter’'s principles by all

actors, and to propose improvements to adapt it to changing technologies and

uses of such technologies.(S8&0UHA 2= S& JI&HS2 2= F=HSE0W Qo &
2O &0 £FES FINIMOCZ HIIGHD, HEol= Jl=s & Jl= AME0H 2XH 02 =
AHolJ| st MAS HOtE =l AsS &= USLICH)

The five principles of the Ethical Charter on the Use of
Artificial Intelligence in Judicial Systems and their
environment (AFE AIAE & 7 SAUHAMN CIZ2X=s AIE0]| &8t

g2l #XO CHA IRl R E)

‘.

1. Principle of respect for fundamental rights: ensure that the design and
implementation of artificial intelligence tools and services are compatible

Ns €7« AHl2o &

10

xI- 0]

i —

I

with fundamental rights.(212 2l =&

H 2 FB0l JZ2 Held SSHESE B

ie!

LICE.)

2. Principle of non-discrimination: specifically prevent the development or
intensification of any discrimination between individuals or groups of
individuals.(Xtg 33X &Z: el £= Jiel 1 }

£ FHMEC=2 YXELIC)

Al
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3. Principle of quality and security: with regard to the processing of judicial
decisions and data, use certified sources and intangible data with models
conceived in a multi-disciplinary manner, in a secure technological
environment. (22 2 20+ A= AIE Z2F L OOIEH HMal2b 2&E5tH, 213

SN YACR MHYE RUS UFE Iz BANM ABEU

/| O T [

= A O

o
il

Ch.)
4. Principle of transparency, impartiality and fairness: make data processing

methods accessible and understandable, authorise external audits.(E& 4,
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5. Principle “under user control”: preclude a prescriptive approach and
ensure that users are informed actors and in control of their choices.(At&
A MO of & A 2 2AS HiHotD A=A ZE20 2tst d2XH0]

Xt
=]

o dE0 et SHZEES Z=5

HL

ol

FLICY.)

1. Principle of respect for fundamental rights: ensure that the
design and implementation of artificial intelligence tools and
services are compatible with fundamental rights (O|2 &2l
Ns &=+ & AMHIAS] £ € 80| JI=2 &l
o SELHESE BEELICH)

= = ol

OH

B The processing of judicial decisions and data must serve clear purposes, in full
compliance with the fundamental rights guaranteed by the European Convention on
Human Rights (ECHR) and the Convention on the Protection of Personal Data
(Convention for the Protection of Individuals with regard to Automatic Processing of
Personal Data, ETS No. 108 as amended by the CETS amending protocol No.
223).(AtE Z2F 2 ol HMele w8 oA A(ECHR) L JHel HoIH £33 8<%
(ETS No. 108, CETS =& 2&AM No. 22301 2ai =&HE)0 2dh S2&E JI2 Hels
2HMT| =0tHA HEE SHS o +=>HZ00F FLICH)

B When artificial intelligence tools are used to resolve a dispute or as a tool to
assist in judicial decision—making or to give guidance to the public, it is essential
to ensure that they do not undermine the guarantees of the right of access to the
judge and the right to a fair trial (equality of arms and respect for the adversarial
process).(2lE3Xls &It 2 HZotHLE AIEH 23 X E722 ASEHHL OIS
A CHHE M M, oladst &0t ZAH E23 ¥ STE MHEHA(BSE 2& & ot
O EX &3)2 &0k 2= BE&GH=E 2401 SLELCH)

B They should also be used with due respect for the principles of the rule of law

and judges’ independence in their decision—-making process.(£8t B X9 <=1}
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[ | Preference should therefore be given to ethical-by—design or
human-rights—by—design approaches. This means that right from the design and
learning phases, rules prohibiting direct or indirect violations of the fundamental
values protected by the conventions are fully integrated.((tetd & &2I& &2 £
= oA Jlgt 201 A= 00F &LICH Ol A & sfts HHSRH g0 2o 2=

f= JlE JiXe HAEH FHol

i

=/Xotls 70 285l SgEls A= 201

Ct.)
1. Principle of non-discrimination: specifically prevent the development or
intensification of any discrimination between individuals or groups of
individuals (Xt 2 X & ol = Jjol 08 2+9 XIEHO| &M ¢ t

g FHEe=z YXELICt)

=
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rr

B Given the ability of these processing methods to reveal existing discrimination,
through grouping or classifying data relating to individuals or groups of individuals,
public and private stakeholders must ensure that the methods do not reproduce or

aggravate such discrimination and that they do not lead to deterministic analyses

or uses.(OHQl = JHel OEw 2&E HOIEHE ASsotiL ]Gt JIEQ IHE2
Cogd = A= 0128 XMl 2o sEHS DHEg I, 22 £ 22 Ol AHXS2 0l
clet 20l XMHES HYASIHU ASHAIZIK 2EE ot 2EEXH 240ILE AIE2=Z2

Ol XIXl &£&=% oHOF &LICt)

B Particular care must be taken in both the development and deployment phases,
especially when the processing is directly or indirectly based on “sensitive” data.
This could include alleged racial or ethnic origin, socio—economic background,
political opinions, religious or philosophical beliefs, trade union membership,
genetic data, biometric data, health-related data or data concerning sexual life or
sexual orientation. When such discrimination has been identified, consideration
must be given to corrective measures to limit or, if possible, neutralise these risks

and as well as to awareness—raising among stakeholders.(£6] JH& 2 HBHZ SHHO

N S0l F=2loH0F otH, 5ol Mcl gA0l "2Zet" HIoleu HEH = AE8HoZ
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B However, the use of machine learning and multidisciplinary scientific analyses to
combat such discrimination should be encouraged.(d2iLt Ol2st X8 s 2 X6H)|

Ao AHEE EAZO0F &LICH)
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1. Principle of quality and security: with regard to the processing of judicial
decisions and data, use certified sources and intangible data with models
conceived in a multi-disciplinary manner, in a secure technological
environment (& % 20oF 23 AtE Z& 2 0O0IH HMel2t 23, I3

= AN Y OsEH AR A ZEsS o Jl= &Z0lA AtSEL

—

B
o

Ct.)
B Designers of machine learning models should be able to draw widely on the
expertise of the relevant justice system professionals (judges, prosecutors, lawyers,
etc.) and researchers/lecturers in the fields of law and social sciences (for
example, economists, sociologists and philosophers).(HdlHY 2E AH A= 2d
AP AIAED MEOHERAL, AL BHSA S)2 8 L ALE tst 2082l A2 X/ 2 AHOH:

g = AN 0k SLIth)

1

ZHE, AtIEEX, BEINS HEE KAlsS ZEe

o
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B Forming mixed project teams in short design cycles to produce functional

models is one of the organisational methods making it possible to capitalise on

this multidisciplinary approach.(&t2] &H FII0A E& ZZHE &3 2HGIH JIs
DAES MAGHE A2 018 EEE d22 228 £+ UH ol =& 298 = il
elLICt.)

B Existing ethical safeguards should be constantly shared by these project teams
and enhanced using feedback.(D1&2 &c2l& £35 &HXle= 0l Z2HE o 2l
NEHOZ ZRED TIEHS AFZ6HH 23T 00F &LICH)

B Data based on judicial decisions that is entered into a software which
implements a machine learning algorithm should come from certified sources and
should not be modified until they have actually been used by the learning
mechanism. The whole process must therefore be traceable to ensure that no

modification has occurred to alter the content or meaning of the decision being



processed.(HAldlY 2elES FEole AZEY NN L= AME ZF-0l D|Btst
HOIH= 213E =XOUA LI2A0F ot sts HAHULSH 2ol AXZ AFZEED| 8D Kls
A X 2O0t0F SLICH et &AM &2 =& Jisdlor otH, Mdel s Z232 U

20U 20| SXGH0F &FLICE)
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B The models and algorithms created must also be able to be stored and
executed in secure environments, so as to ensure system integrity and

intangibility. (&= 2ED LNeISS AAECS ALY PELS BHOH| |l &¢+&

el

A0 MASD AsE 4~ QOi0F ELIC)
1. Principle of transparency, impartiality and fairness: make data processing

methods accessible and understandable, authorise external audits (§& 4,

D4 L WS VA GOIE Mol $HS B2 ObsotD OHE > US=S
DS, 9 YAE SI8BLICH)

B A balance must be struck between the intellectual property of certain processing
methods and the need for transparency (access to the design process), impartiality
(absence of bias), fairness and intellectual integrity (prioritising the interests of
justice) when tools are used that may have legal consequences or may significantly
affect people’s lives. It should be made clear that these measures apply to the
whole design and operating chain as the selection process and the quality and
organisation of data directly influence the learning phase.(S& Xel 282l XI& M

A SFH(EH HEO o 832), SFd#2

=/,

019 R4)2 <Ist 24 A0l ZE0l 0IF0IMOF ELICH Ol €A ZUE =ik

b AESS &0 SOE YBS DIZ 4 Y= ©3 A2 Al HSFLUCHL 0148 EXID}
ded D™D HOIES BE 2 XXO0| SE XN NICE FHS 01X B2 X

o & & 22 Moo B2Els 0l 2ol H3MOF &LIt)

B The first option is complete technical transparency (for example, open source
code and documentation), which is sometimes restricted by the protection of trade
secrets. The system could also be explained in clear and familiar language (to
describe how results are produced) by communicating, for example, the nature of
the services offered, the tools that have been developed, performance and the
risks of error. Independent authorities or experts could be tasked with certifying

and auditing processing methods or providing advice beforehand. Public authorities
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could grant certification, to be regularly reviewed.(& Yl S&E2 2AXE J|=H E£H
A

0 2E a2 DE & BH)LZ, (2= 22 HIY 2300 2o MEHELICH Al

2 HE =0 M3&es MBlAS 84, JfgeE &7, 85 & 272 fgs 286t &
2ot &= A0z €82 + UsLU. SgHe =0IL &2t Ml 2= 2
Sotld Z Aot HLE ALEO =S MBS &= UsLIL 88 JZde )8z ZEZ
oIEE RF0E =+ AsUh)

1. Principle “under user control”: preclude a prescriptive approach and
ensure that users are informed actors and in control of their choices (Al
A HO of &3 M 82 9AZ2 HiMGStD AFZXOF 320 228t #{AH0|

o SE0 CHE SHES ZESE BHEEUMOL)

0

B User autonomy must be increased and not restricted through the use of artificial
intelligence tools and services.(AFE2 X2 XIE24H2 2BXs &F Y MHIAE Sl S
CHEIO10F S04 MIBHEIXI 4OFOF &LICH)

B Professionals in the justice system should, at any moment, be able to review
judicial decisions and the data used to produce a result and continue not to be
necessarily bound by it in the light of the specific features of that particular case.
(AFR AIAEISl MRIISE2 AMERX AlY 28 L ZUE MHSt= O ALSE OI0IHE
ZEZ = UOC0F otH, oy SE Atdlel 2HAHL SEH= Dot Br=Al Ol0 S 0K
Ol Xl ©0rOF &tLICEH.)

B The user must be informed in clear and understandable language whether or not
the solutions offered by the artificial intelligence tools are binding, of the different
options available, and that s/he has the right to legal advice and the right to
access a court. S/he must also be clearly informed of any prior processing of a
case by artificial intelligence before or during a judicial process and have the right
to object, so that his/her case can be heard directly by a court within the meaning
of Article 6 of the ECHR.(MEXt= 2EXs &It HB6te £2E0| 25 A=K

M2, AHE Jiset et sd, 8E AU=2s 2= 2l £ 20 E2g 220l Ciol
2

I

S0l 2ASX S0 2ok Ateliot AHE Xelel 22 010 Cioll SE&ol S=2=20t0F oft04, Ol
£ HEY AclJt A0k otH, 2/ Atellot ECHR HMeZx2l 2101 WHlA 20l

olgf 2F alelg = U0k SLItt)
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B Generally speaking, when any artificial intelligence—based information system is
implemented there should be computer literacy programmes for users and debates
involving professionals from the justice system. (YEINHOZ Q12 X|s I8 AE AlA
ol 82 Il MSAE et 2FH 88 s Z2 080 MY AIA”S MF2IH=0|

F0ols EE01 AO0F ELICH)

Appendix | (B2 1)
In—depth study on the use of Al in judicial systems, notably Al applications
processing judicial decisions and data (A2 AIAEINA Al AFZ0| 28 AZS 337,

S5l At Z3 2 OI0IEHE HMeldte Al 88 Z208)

Ol

Prepared by Mr Xavier Ronsin, First President of the Court of Appeal of Rennes,
scientific expert (France), and Mr Vasileios Lampos, principal research fellow at the
Computer Science department of University College London (UCL), scientific expert
(United Kingdom), and with the contribution of Ms Agnés Malitrepierre, judge,
member of the Consultative Committee of the Convention for the Protection of
Individuals with regard to Automatic Processing of Personal Data of the Council of
Europe (France)(gll OHHKAEQl  Xavier Ronsin  M(Z&FA)QF  University College
London(UCL) EFH &R & AHIARQI Vasileios Lampos M(Z=), R8 E23
o JHel HIolH Xt= XMelol 28 g2l U2 A3 AR_Q Agnés Maitrepierre MI(Z

gA)e JIdz HEEHASUTH)

min

The following experts also contributed to fine—tune the Study:(CIS d2IIEE AP
£ 0IM =&3dtk= O JIdSLICEH)

*+ Mr Francesco Contini, Senior Researcher at the Research Institute on
Judicial Systems - National Research Council (IRSIG-CNR), Bologna
(Italy)(Francesco Contini M, A AIAE AL - 2 A2 A3
(IRSIG-CNR)Q ==& AR@, Z=ZLHO0IZ2I0)

* Mr Francesco De Santis, Professor of Human Rights Procedures, University
of Naples (ltaly)(Francesco De Santis M, LIZel &l 1 EX w=(01&el

0}))

« Mr Jean Lasségue, philosopher and epistemologist, research fellow at the

_11_
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Centre National de Recherche Scientifigue (CNRS) and associate
researcher at the Institut des Hautes Etudes sur la Justice (IHEJ)
(France)(Jean Lasségue M, E&HX} L QlAl Xt st A HiE

(CNRS)2 7@ L AHH D& HARA(HEJ)S EARJ(ZHA))
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Ms Dory Reiling, Honorary Senior Judge, Independent Expert on
Information Technology and Judicial Reform (Netherlands)(Dory Reiling Ml,
ol =& EAHL EE2 Dl £ AtE e 2019 S8 d2IHUIZ&5))

Mr Ale§ Zavr$nik, Chief Researcher at the Institute of Criminology,
Associate Professor at the Faculty of Law, University of Ljubljana
(Slovenia) and EURIAS Researcher 2017-18 at Collegium Helveticum in
Zurich (Switzerland)(Ale§ Zavrénik M, B X8t AR A0 4 AJDA S ZefLE
CH 2 2 (S2HILI0H) 2 2017-18E F e2lal Collegium Helveticum

O] EURIAS HARRA(ARA))

[=3]
=

i
Jon

Introduction (&JH)

1.

The wave of digital transformation in our societies still has an uneven
effect on the judicial systems of Council of Europe member States. Many
European countries seem to have already developed an extremely
advanced approach to using practical applications (in terms of both
technology and legal support), while for others, this is still just an
emerging issue and the focus is solely on effective IT management.(22l
AM2le CIXE d&t =222 Aol 58 Boal =2 MY AL =
1 JASLICH B2 8y 3050 42482 828 224
Ol & 8E X& 5H 2F) AtS0 Ciol 010l OH
Aet OE =2JistidH= &8sl dlg 2HMg =0l

SUFQLT 22l N ASLICH)

40
I
.
q
i

. Among the technologies at work in this great digital transformation,

artificial intelligence (Al) appears to be both the most spectacular and the
most striking. In the United States, “robot lawyers” are already at work

and seem to converse in natural language with humans. Legal tech

_12_
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start-ups specializing in the design of new legal services offer new
applications to legal professions, mainly lawyers, legal services, and
insurers, allowing in—depth access to judicial information and case law.
These private companies even aim to predict judges’ decisions with
“predictive justice” tools, although we will see that this may not be the
best description for them.(0] HUI& CIXIE HMBOHM &S =2 Jlz S0HAM

IZXs(ANZ2 JtE 3teddtn JHE =0l D= A2 BYLICH 0I20MEsE "2

M

HSAF'OF 0101 2= S0IH AE=SH HH0Z Uetots AXME 2-LICH

EHZ2 HAS Z2EE Sole XS SHZ ofd AKX, Ol OdsoAH =A
o 40| Ot =& USS LA & ALLIh)

. An initial examination of this phenomenon, however, prompts us to
differentiate between this commercial discourse and the reality of the use
and deployment of these technologies. For the time being judges in the
Council of Europe member States do not seem to be making any practical
and daily use of predictive software. Local tests and academic work have
been carried out to explore the potential of these applications, but they
have not yet been applied on a wide scale. The initiative for the
development of these tools comes largely from the private sector, whose
clientele so far has been made up mostly of insurance companies, lawyers
and legal services wanting to reduce legal uncertainty and the
unpredictability of judicial decisions. Nevertheless, public decision—makers
are beginning to be increasingly solicited by a private sector wishing to

see these tools — which are sometimes “beta” versions, i.e. they will

P

evolve over time — integrated into public policies.(d2iLt 0] S&H0 CHst

Il ZAlE O &A EED Oleldt D=2 AFS & B A S FE5HI

1o

LICH B iZ2NXE =8 B3 2d=2 ZAMS0l s AZENE ANz &



1. State of the use of artificial intelligence algorithms in the

judicial systems of Council of Europe member States (&
HO|3| 3]/ =2 AIYH AAHNAN 2Z2Xs LNES A2 88

In 2018, the use of artificial intelligence algorithms in European judicial systems
remains primarily a private-sector commercial initiative aimed at insurance
companies, legal departments, lawyers and individuals.(2018&, S& AlE AIAEO
M elBXs LdUeEL AER2 =2 2 3JAHL HE M, BISAH ¥ eSS A=z
St QI 22 AN OILIMEIEZ Y0t /UASLICH)
1. The use of Al in the judicial field appears to be quite popular in the
United States, which has invested in these tools in a fairly uncomplicated
way, both in civil and criminal matters.(At& ZO00IA Al AF2E2 OI=20lA 1
RIDIDE 2, OI=2 BAF & At 2H 250 M Olcigr =0 & &0l e
st galoz EXHSLICH)
2. Pinpointing instances of Al algorithm initiatives in the judicial systems of
Council of Europe member States is a more difficult task, as most of the
initiatives come from the private sector and are not often integrated into

public policies.(58 Zolgl 3|)=2 AFH AIAHONA Al €125 OILIMEIE

o AtellE &5l Ieote A2 O ocdl=z HYLLICH HE=2 0ILUAMEIED;
It SEF0AM LU2H 22 30 SN 2= 2RIt %I 2LLIct)

3. The question of the use of Al in judicial systems was dealt with in a
specific online survey, launched in April 2018 for representatives of the
CEPEJ member States and civil society. The response level was relatively
low and did not allow clear trends to be identified. Some private operators
did not seem very receptive to this survey and the members of the

CEPEJ, who belong for the most part to ministries of justice or higher
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councils of justice, were able to quote only the tools currently used by the

public sphere.(AtE AAEWHA Al AFZ 2HMe= 20188 48 CEPEJ 3= ¢

AZEAtSl THESS a2 AXRE SE 2ctel E2XA0AM R0/ SL
Ct. SEE2 AUz EyAN FEE JgS AMEY = ASsLIT. 278 8
AW, HE= At

As a result, the inventory below is only partial and is based solely on

research conducted by experts and the secretariat using publicly available

literature. (1 2, OF S22 LEHOIK ZHE SHZS A0 M2Ite
AR R0l 235 AR JlES £ USLICH)

. Classifications can be made according to the service offered. The

involvement of Al can vary greatly according to the applications. For
illustrative purposes, the main categories are as follows:(M3%= AUIA0
et =8 = UASUC AlQ e S Z2030 Ot 30 UE = U
SLICH GIAIE |l =2 Y= O3 25LI0H)

Advanced case-law search engines (1= Etell 24 QlA)

Online dispute resolution (2e2t2! 2 &)

Assistance in drafting deeds (2M &4 X&)

)

Ju

Analysis (predictive, scales) (24 (0=,
Categorisation of contracts according to different criteria and detection of
divergent or incompatible contractual clauses (Ct&st JIE0 & HLY 227
L ASEHAHAL SEEX Z= ALY =& 2X)

“Chatbots” to inform litigants or support them in their legal proceedings

(A5 SAMRUA EEE MIoHU HE BXE KNJots "#R")

>

. Latvia stated that it was exploring the possibilities of machine learning for

the administration of justice. The main purpose would be to process court
statistics to draw wup provisional estimates of human and financial
resources to be allocated.(2tEHIOl= Al A S ol HAIHES JisAdsS

gMotd AOLD HBSLIL =2 SH2 88 SHE Moot tfEg X

o
]
L2

MEX K& LAl =S AHL6t= 22LItt)

Al
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2. Other activities carried out by legal tech companies have not been
included in this classification because they involve little or no artificial
intelligence processing: some sites offer access to legal information,

“cloud” solutions, electronic signatures, etc.(8E Jl= & AHJI £=8ol= Dl

H

Et =52 ¢E8Xs HMelE He L= &6 ZEgotAl ¥ =20l 0f =F0

ST Al RUSLICH LT MOIE= HE 20 e 82, "'ScRE" £F4,

3. A non-exhaustive list of legal services making use of artificial intelligence

0K

in their operations is set out below:(CIE2 240 22X =SS AIEots HE

NHIAS ZZAQIX Ze SSLILH)

Software State Type
Doctrine.fr France Search engine
Prédictice France Analysis (except criminal cases)
Case Law Analytics France Analysis (except criminal cases)
JurisData Analytics Search engine, Analysis (except
) ) France o
(LexisNexis) criminal cases)
' United .
Luminance ] Analysis
Kingdom
Watson/Ross (IBM) USA Analysis
United , o ) )
HART , Analysis (criminal, risk of reoffending)
Kingdom
Lex Machina (LexisNexis) USA Analysis

2. Overview of open data policies relating to judicial
decisions in the judicial systems of Council of Europe
member States (78 T3 3JA=2 AIE AILAEUHAM AtE 2F
o 2EE 2F Ho0IH 3 iR)

The availability of data is an essential condition for the development of Al
enabling it to perform certain tasks previously carried out by humans in a
non—automated manner. The more data available, the more Al is able to refine
models improving their predictive ability. An open data approach to judicial

decisions is therefore a prerequisite for the work of legal tech companies
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Processing of these data raises a number of issues, such as changes in the
formation of case-law and protection of personal data (including the names of
professionals).(0le48t CIOIH HMelole Zell 4ol #ah 2 Jiel HolH ES(HM2It
Ol ZaH)et 22 0cd SNOF YaerLICt)

1. Computer—raised data are said to be the “oil” of the 21st century as their
use and cross-referencing are producing a whole new wealth. Even
though some stakeholders and authors dispute this argument, the global
successes of the digital industry over recent decades have confirmed the

enormous growth potential of this field of activity.(E2HZ MAHE HO0IEH=

AE R WX FRIF ME2 £ FSE0 ek 21hD18 "AR"atn SEU
Ch. €5 Oloff 2AHX2E MAS0l 0 =&= Et¥otbcte, 22 £ 4 & st
CIXE &g =28 432 0| 25 202 3L d4& ZH=Es &#odsU

2. The quantification of human activities, now on a global scale, could not
fail to touch on the data produced by the public sector. This is what has
prompted the movement to open up public data, based on much older

imperatives which are the founding principles of our constitutional states.

(OIMl & MAEC=Z 22t 252 FHsts 88 RF20M H48E OOIEHE C
SN %= = SLIC. 01X0l 23 UOIHE Jeotds sHL=S e A
LICLH Ol <2l 88 =0t9 &g 2ol M Qeie ol JIBHELICH)

3. The major change in recent years has been brought about by the
emergence of downloadable public data (open data), notably in the
context of the “Partnership for Open Government” (OGP). The OGP is a
non—governmental organisation bringing together nearly 70 member States

(including many of the Council of Europe member States) with
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representatives of civil society and digital giants. The aim of this openness

is to improve the transparency of public activities, encourage citizens in

the development and assessment of public policies and guarantee the

integrity of public service and those who perform it by processing

considerable amounts of information, organised into databases (big data).

(2 2 @ S0t =@ Hgle IR2C Jiss 22 CoE(2E HlolE)2
=kl

e FRE A8 MEUHYN"(OGP) XA

3
Azl & CIXE AU J1gel HEE 22 B8R JIFLICh oldde HeEE2

of et 2E CIoIE &E2)

1.

First of all, let us redefine the notion of open data before dealing with the
question of the impact of allowing open data on judicial activity. Firstly,
there is often confusion between access to information and access to
data (more precisely, access to information in the form of database).(2 A,
A 2SS0l O 2Z OO0 =2 Jets U=FJ| 0l 2 OI0IE2 HE
£ Mol SASLICH HM, 82 &2 diole d2(H Z&6tH= oo™

HIOIA SEHel B2 &¥2) ALOIO E301 Xt ZELICt)

. A certain amount of public information, requiring wide publicity, is already

disseminated using information technology. In France, the government site
Légifrance.fr is the main online source of certified public information,
comprising not only legislative and regulatory texts but also case-law and
information on appointments to public posts. This unitary information,
although available on the Internet, differs completely from direct access to
data organised and included in a database that can be downloaded and

0l

X
o

a0

=
-

o

ol X E.l:Ol
=20 o —

0K
0B
rr

processed by a computer.(ZE st E2II 22
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. Open data therefore only involves the dissemination of “raw” data in
structured computer databases. These data, aggregated in whole or in part
with other structured sources, constitute what we call big data. The
Council of Europe Convention 108 Consultative Committee defines big data
as “the growing technological ability to collect, process and extract new
and predictive knowledge from great volume, velocity, and variety of data.
In terms of data protection, the main issues do not only concern the
volume, velocity, and variety of processed data, but also the analysis of
the data using software to extract new and predictive knowledge for
decision—making purposes regarding individuals or groups. For the
purposes of these Guidelines, the definition of Big 0Data therefore
encompasses both Big Data and Big Data analytics”.(ll2tAl 2Z OIO0IE =
2AstE Z2FE CIOIHHIOIANA "&AI" HIOIEHE BHEdt= 238 ZatELICh
Oleist UI0IHE &M = 2282z e 2xJE 4AAQ ZEZN 220t

8 OOolE2t) B2 As FdELL. =8 Bz 89 108 A2 ?Az=

[1h]
o
1>
$0
rr
S
e
Ja
or
JE
10
0x

N

0
H

M
10

o
-
O
g
o
m
H

o Hol= Y OHIOIE2 & oI 2428 2% EZELICH)

. As this definition shows, open data should not be confused with their
means of processing. Some of the discourse on this issue actually relates
to processing carried out by various advanced methods which are
generally defined as data science. Predictive justice using artificial

intelligence, advanced search engines applying extremely precise criteria
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and legal robots are all algorithmic applications which are fed with data
but have nothing to do with the policy of open data itself.(0] H20A &
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o
PN

=
2T HE2 AHNZ OOIYH Moz LBHEOF Ho|Lj= e g Y

CIE

==

ool +=dE= Xelet 2&H0l USLICH SXsS MESH U= AE, R

0
al

alsk )|

= &t g8t g ZM AN Y HE 2R2 B5 OOIHZ BstHs=

[HH
o
J

ot
=2

kJ
u

| =
o

010
0K
I5]
Hu
I
0
o
bl
=
0)
rH
Q
o
(5l
0
e
-
7S
rr
il
w
o
€0
0
C
]

5. However, this policy must be examined in the light of the possibilities it
offers for further processing, whatever its nature. If certain data are
filtered upstream, taking account for example, of the need for
confidentiality and respect for privacy, subsequent risks of misuse appear
to be reduced.(de2iLt 0 FH2 1 A0 20l FIt M2E st Jts
d2 1ot HEEZOO0F LIt HE S0, J12 FA £ Ze0lHAl &S24

YesS D2l SF GIOIED 420N ZEHIEUH, 0152 28 S0l

2.2. State of development of open data on judicial decisions
in Council of Europe member States and consequences for
the development of case law (S8 ZHol3 3FJ=2 AE ZF0
CHEt @Z GIOIE JHE AMEH & ZHel JHEROl CHEE Z211)

1. What is the situation of the Council of Europe member States as regards
open data on judicial decisions? The 2016-2018 CEPEJ evaluation cycle
focused for the first time on the question of court decisions being
provided in open data, for which some Al processing is used. The issue
of data anonymisation or pseudonymisation within the European data
protection framework provided by the General Data Protection Regulation
(GDPR, EU Regulation 2016/679) and Council of Europe Convention No.
108 was the subject of a specific question designed to identify the
measures implemented by member States and observers in this particularly

sensitive area.(S 8 Zolg 3IA=2o AY ZAN OISt 2E OO 23S
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Of all the States and observers surveyed, only 5 declared that they had
not implemented an open data policy for judicial decisions in 2016. While
this response rate should be put into perspective, since some answers
confused public access to decisions with open data (Armenia, Belgium,
Bosnia and Herzegovina, Luxembourg, Russian Federation, Spain, Turkey),
it reveals, on the one hand, a desire for transparency on the part of
European judicial institutions and, on the other hand, a desire on the part
of many countries to make court decisions public and thus make it
possible to deal with them later using Al tools. This also requires efforts
by the institutions concerned, since a number of technical measures must
be put in place to this end. In France specifically, some administrative
case law is already available for download on the site data.gouv.fr (see
below) . (ZAIE 2 30t 2E X 5J)i=8t0l 20160l At Z2 &0l CHE
Z OoIe EMs A&ot HAsLILH €5 g80l 20l st

S B2 2 UOIHE &esd

-

| 20l 0 SEE=2 250 AM NAH0F &
LICHOFZOILIOH, #Dlo, 2ALIOH sIZ2M L, S&88223, o

A
HQl, EHIl). Ol SHECR= |8 AY J|122 SIL0 e 2= UEW

. With regard to the protection of personal data, 23 countries declared that

they are pseudonymising at least some types of disputes (e.g. personal

status, family status) by erasing data making the parties or witnesses
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identifiable (names, addresses, telephone numbers, identity numbers, bank
account numbers, tax numbers, health status, etc.). This work appears to
be the responsibility of judicial personnel (e.g. Israel, Republic of Moldova)
or public officials (e.g. Bosnia and Herzegovina, Spain). Bosnia and
Herzegovina and Hungary on the other hand stated to publish the names
of professionals.(JHQ! OIOIE] 232 2ot 23)=2 YA L= S22
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. However, there is a real difficulty in measuring the impact of open data

on the efficiency and quality of justice. As indicated above, the initiative
to re—use these data is essentially private, targeting a professional
clientele (lawyers, legal departments), and an exclusively intergovernmental
activity is probably not the best means of fully identifying such positive
results.(2edLt 2F OIOIEHIE AES s2410 2ol 0lX= g2 =&ot
O M2 HHASO0l UsLICH 20A BHE M
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The situation in France is representative of the questions raised by this
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approach and reveals a number of the issues at stake. First of all, it is
important to underline that France enacted legislation in 2016 imposing a
compulsory framework for the open data dissemination of decisions on its

courts.(Z A A&2 0 2 240 MIIE 222 WHEGHH, 23E 6d

Articles 20 and 21 of the Law for a Digital Republic broke with the

previous logic of selecting which decisions from judicial and administrative
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courts and tribunals were to be disseminated if they were “of particular
interest”. Under the new French law, however, the opposite principle that
everything is publishable has been set, except in specific cases identified
by law (for judicial decisions) and with due regard for the privacy of the
persons concerned. Provision is made, however, for judicial and
administrative decisions to be published only after an analysis has been
made of the risk of re—identification of the persons involved.(CIXIE Z3t=2

8 M20x & H21X= "S8o| 240l /JA=s" F

2.3. Protection of personal data in open data policies for
judicial decisions (AIgl ZH0| st @ OI0IH AZUA JHQ!
HIOIE B3)

o

)

1. In order to strike a fair balance in the digital age between the need to

0l

elrel ol

ol

2.3.1. The names of parties and witnesses (& AFXt

il

make judicial decisions public and respect for the fundamental rights of
parties or witnesses, their names and addresses must not appear in
published decisions, particularly in view of the risk of misappropriation and
re-—use of such personal information and the particular sensitivity of the
data likely to be contained in the decisions. Automated processes can be

used to systematically to conceal such information.(CIXIE AICHOI Al &

ds 3J

o
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Other identifying information may also be obscured (for example,
telephone numbers, e—mail addresses, dates of birth, children’s given
names, rare given names, nicknames and place names). In terms of
personal data protection principles, this concealment amounts to a simple
pseudonymisation of the data, not complete anonymisation. The volume
and variety of information contained in court decisions, combined with the
growing ease of cross-referencing with other databases, makes it
impossible, in practice, to guarantee that the person concerned cannot be
re—identified. In the absence of such a guarantee, these data cannot be
qualified as anonymous and are therefore subject to personal data
protection rules.(J1EF AlY BT =HE 2= UASLICHO: HSEHS, o0
=4, MdEFY 42 018, sl | 29 2 XY). JHe! OIoIH 23
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Some especially sensitive items of personal data warrant particular
attention, as provided for in Article 6 of Convention 108. This applies to
data revealing ethnic or racial origin, political opinions, trade union
membership, religious or other beliefs, physical or mental health or sex

life, which are considered intimate details.(JH2! GIOIEH 2l ¥ Eo5| ol2st

=52 g9 M108x Mex0l A= thz SEet =20t 2Lt ¢II0
= UF = o8 s, XA 24, =L I, S E= JlE dE, AHH

= dAH AL L= dd48s LEtWE OO0IEI L0, 0Ol e Al

Court decisions may contain other, very varied, types of personal data that
fall into this category of sensitive data. Courts dealing with criminal
matters are particularly likely to process sensitive data such as those on

criminal proceedings and convictions. All this sensitive data therefore
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deserves special vigilance. Their mass dissemination would present serious
risks of discrimination, profiling and violation of human dignity. (822 Z &0l

ot CIOIE E=0l &odt= 0 SO JHel IOt 2

rr
=)
o
ro
o

roh
0
a
02
ro
30

2.3.2. The names of professionals, including judges (ZtAt & ®EIt2] 018)

1. Obviously, knowing how a judgment will be arrived at is an essential
element for lawyers in predicting the outcome of a case, and they believe
that knowing one’s judge is sometimes almost as important as knowing
the law. They have long tried to make comparisons between panels of
judges, more or less empirically, so as to give better advice to clients
dealing with a particular judge or panel of judges.(EZ0l HEH ==ZX

£ Ot 2 AtdSe ZUE M=ol= O A HSANH =Xl 2A0H

TALE Otz A0l B2 Ot J2U2S0ILt SRE MIF AUACt= 2401 HHMSHLIT
ds2 SE EAMU BAF HES UFe D200 O e 28s MSot)l 2
off @St BHXHCOI EAL IHE S HlwWatHAD =o SLICH)

2. This method was sufficient when a lawyer was only speaking before a
limited number of courts, but the gradual loosening of local restrictions on
the bar in many countries and the freedom to move and work within the
European Union make it reasonable for any national or even European
lawyer to want to know the case—law of each national or European
jurisdiction in which he is likely to plead in full detail.(0] & HSAIt

Mgtel =2 Ha 20AME 2 I SSAXL, B2 =IO HS AN CHE

3. We cannot therefore exclude the possibility that, in the future, highly
useful, and hence very expensive, machine learning applications will be

much more effective than the experience and “good sense” of litigation
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lawyers working through cases in the traditional way. The use of such
applications could further accentuate the distortion of competition and

inequality of arms between law firms that have or have not used such

“predictive” case-law analysis software.((tetAM, Ol2i0ll= O S =5t OH
S B Oaldd 28 Z2080] MSHQ LACZ AHHES Meldte &5 ©
SASl FE N "AAM'SC X o S JtsH2 HME = elsLICH 0l
det 28 T2 AIE2 028 "tE" B 24 AZEJAHE MEE Y
E 3IAI2 ALESHA 22 HE A 212 M Q30 RI| EHES HS L=
g = ASLICH)

There is a real risk that, for the sake of such a competitive advantage, the

principle of a fair trial established by law will be undermined. The

possibility of judge profiling through cross-referencing of public and
private data could allow private companies and their lawyers to engage in
even more forum shopping practices. This tactic has already been
observed for a long time in the United States and in France for press
where plaintiffs have

offences and violations of privacy in the press,

already been known to choose the court which appears to award the

highest amounts of damages and interest.(0l218t B3 2E AdH HEO0
Oloff EE= ZEs MErel R0l fEE M /g0l UsLith. 83 € g2t
HOIHE WXt ZX6HH BHAF Z2NMYEE & Jisde 22 I8 159 ¢
SADF O @2 28 A 2Ai H0E = AN g = ASLT. Olde &=
2 02 ZHANAM Q@S AE HE L HENME ZHOIHAI o0l CH
of 2FE0 220, 0= 0/0] tE =2 ol i OIXFE +=0ol= A
2 BE0l= HEAS L8 ez M ASLICH)

In addition, much of the discourse on this subject confuses open data

with the need to publish a certain amount of public information. As a
it is sometimes argued that the names of professionals should
0l
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. However, the provision of computerised case-law data is a totally separate

issue from the principles of publication of original or certified copies of
decisions. The objective of open data is to allow automated processing of
case-law under a low—cost operating licence. As stated previously, this
provision is made in the form of a comprehensive computer database,
which is opaque and not directly understandable to citizens.(2e{Lt X A&tS}
= 2l OIoIH M3 32 £= 235 28 A29 =% & ite 280 &

el =MLt 2 OOoIH2 =82 XN

o
[z
e
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o
10

AsstE M2lE d8st=s AL
B GIOIEHIOIA HENZ M2CIM, 0l Y560 ADIS0| XA Olaie 2
&LICH)

g I

. This provision obviously does not meet the need to publicise the names of

professionals who have contributed to a specific decision. It should be
noted that, in law, decisions may be kept secret only by an explicit
legislative provision, for example in the area of national security. The
names of professionals involved in a court decision are considered to be
public by nature and are generally accessible. Consequently, it cannot be
said that excluding them from the open data framework would run counter

to the rules of publicity and transparency.(0] =& EA ZAW J|0de &

SLICH 83 20l 20s 820t2 0182 =282z 832 Az 24

It must be stressed that the specific nature of open data, which aims to
enable automated processing of information by companies, means that
additional vigilance is required regarding the publication of such data,
especially concerning sensitive data, for example on professionals. This
should lead us to reaffirm that the processing of such data must be fully
compatible with the purposes for which the principles of personal data

protection were enacted by the European Convention on Human Rights
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Artificial Intelligence (AI)

Interim Guidanc

Important Content Summary (22 WE 22F)
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1. Title: Artificial Intelligence (Al) Interim Guidance from
the Al Rapid Response Team at NCSC (ncsc.org/ai) -
Talking Points (MI=: 21Z2Xs (Al) Al XI& - NCSC ¢l

21 s Al (=S89 E2I HIOIE)

—_ o 0O — o

2. Artificial Intelligence (Al) Interim Guidance from the Al
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3. Al and the Courts: Talking Points (Al2t H&l: E21 HQOIE)

Al is already having an impact on the courts and we must be prepared and
forward thinking when it comes to addressing how Al can be used
effectively, efficiently, and ethically to promote the administration of justice.
(Al= OI0] W &2 0IX1D JA2H, R2les ADEF oo s s1A0l1D
SEH0H RelEZ Y = U= YHS =Hlotd Y22 M2oHi0F &L

k)

W

4. Scope of Al Technologies (Al Jl=2 2 <)

Al is the umbrella term and generative Al is one type of Al technology that
you hear most about in the media today. Al is used to refer to something
as simple as spell check, predictive typing or asking Siri or Alexa the

temperature, or as complex as computer—based legal research, projections,

E00IH M4 Al 2sY 0ICOHUA JtE &0l &= Al Jils & StULICH

FH ZRE JIE & A4, M=, €2 A = EA, "It = 202

MAD 201 S ANKE 20IELIC)

5. Generative Al (GenAl) (XA Al (GenAl))

What makes GenAl unique is the ability to create new content, including

text, images, and audio. The number of companies launching GenAl
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products, particularly in the legal field, is increasing exponentially so it is

important to be informed. (GenAlE SSolH CtE= 212 EIAE ) 0|0IX, 2

J

C2E Eest MEE 2H=E d44dg &+ UAs s=518LILL Sol 8 Z0HA
GenAl MISE EAlote A2l #JF Jlote+=82=z Sltotld Y22z HEES

=Xot= A0l SQELICL)

6. Potential Al Applications (AlQ ZHE 2S2)

Al technologies have the ability to streamline internal court operations such
as automating data entry, docketing, scheduling and case processing,
generating court documents, and data analytics. It could be used to
develop tools to aid self-represented litigants and to create informational
content for court visitors. (Al J|=& OI0IE &, At 22|, 2F 22| L At

2 HMel Ussh HE 24 dd 2 4ol 240 22 WR 8 2Es A4a

518 4 Q= S22 JIND USLICH Ol Xt OIE 2208 S)| A8 &7
S HsiD P YRS 98 Y 2EXZ MAGs O ABZ 4+ USL
Ct.)

Al can be a tool to aid the courts, lawyers, and litigants in the right
circumstances, but it is not a replacement for judges and lawyers and there
must be guardrails in place to make sure that it is ethically being used by
courts and parties. (Al= &S AN H, HSAH L AS02 )| <&t
SO 2 = UKXCH TARE BHSAIE UAHEY == S0 HAW DA &

CIBCZ AISOIESE Gt I8t JtEdIZ0l E2LELICH)

7. Public Trust and Confidence (222 &I212F XHalZ)

It is the responsibility of judges to maintain the public’s trust and
confidence in courts and the integrity of legal proceedings which can be
eroded by GenAl errors or biases. (EtAle= EH0 BN AMXtol SZAH0| CHst

UCHM, 0l GenAl 2FLE EeH0l 2foH

32 M2 &z s =A
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Ethical Guidelines: Updated guidelines may be needed to make sure
that GenAl is used ethically by lawyers, litigants, and the courts. (&
cl® X&: HESAH A802 & HRA0 GenAlE 22lEBLZ AIEotESE
otol <ol SHOIEE X&0 ERE &= USLICH)

Court Rules: Courts may need to adopt rules requiring lawyers and
litigants to verify the accuracy of Al-generated content before

submitting documents to the court, or make clear that the current

rules apply to Al-generated content. (@ H=: HRJAS BHS A &
S010] BN SME MZot)| &0 Al Md ZEHXO| HEHZS &0I6}
TE QP AES MEGIAHLE 8 7H20| Al M4 2EH=X| H2s

[m)
rr
Py

£ HES5| oioF g =5 ASLITH)

Education: There is a need for education on how GenAl is being
used to create content that looks incredibly real, sometimes referred
to as deepfakes. It will impact discovery and evidentiary issues in
legal proceedings. (=: GenAlDt MWz EHOIZctD 2= R
ANXNE E0l= [H=E Mdot= LEHU st =0l ERELICH Ol

= HAE EX0AML 2H3 2 SH 2H0 s 012 AJSLCH)

8. GenAl Challenges and Concerns (GenAl2l =& 1 2d)

GenAl is a new technology and as such, it is prone to errors. For example:

(GenAl= M2 J|20|B8 Q2 2MED| d5LICH HE =0:)

GenAl is  known for ‘hallucinating,” which means generating
inaccurate or fictitious content, such as case citations to cases that
do not exist. This made headlines last June when a lawyer in New
York was sanctioned for misleading the court with fictitious citations
in a brief submitted to the court. (GenAl= Z=otAl &= Atellol O

B AR Q12D Ze 2EEINU 5P DEXS MASE

]

2oz

—/

‘
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Introduction (2~JH)

Jer
ol
=

A AT 3

[ %4

i)

r

This guidance has been developed to assist judicial office holders in
relation to the use of Artificial Intelligence (Al). (01 XN&2 ABXS(Al) ALE
It ZHESHH M 2ES SJ1 Ao HE I ASLICH)

It sets out key risks and issues associated with using Al and some
suggestions for minimising them. Examples of potential uses are also
included. (Al AHEDt 2 E =2 A8 2ME HMAIGHD 0I1E =46 28t
= OJHAl MetE HE&totd JUSLICH EHE AME AMelE ZEEN USLICH)
Any use of Al by or on behalf of the judiciary must be consistent with the
judiciary’s overarching obligation to protect the integrity of the administration
of justice. (AFEHSIt AIE AISSIAHLE AFTHRE UHAIGHH AIE AMHEE e ALY

FSZES ESol0 ol AFHRS SHA AR LXIoH0F &LICH)

02t
0

9
This guidance applies to all judicial office holders under the Lady Chief

Justice and Senior President of Tribunal’s responsibility, their clerks and

Hol A= 2

ol

other support staff. (0] XN&S HEHIE L A2 THEHAZO| zHO

= AME2, AJI 2 DI X HJMA EEE L)

Common Terms (&t 20)

Artificial Intelligence (Al) (2! Z2Xs)
Computer systems able to perform tasks normally requiring human

intelligence. (ES QI2t9] XSS ZRI ol &YUE s & Qs HEH A

= T M

nio

ﬁE-II)

(]

Generative Al (& Al)

A form of Al which generates new content, which can include text, images,
sounds and computer code. Some generative Al tools are designed to take
actions. (MZ22 ZEHXZE MAdols SHQ A2, ©AE, 00X, A2l ¥ A

ﬁ‘
BH DEE 2 s= Fot==s AT

g

l

1>
50
I
C
o
1o
1
0z
0z
>
N
4
i
02
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Generative Al chatbot (M4 Al 3 2)

Jer
ol

B AT

[ 1

il

H

i)

A computer program which simulates an online human conversation using
generative Al. Publicly available examples are ChatGPT, Google Bard and
Bing Chat. (M4 AIE AIEGIH 22t 212t UStE AlZdI0l&0tE H
2. 2= 0l2= ChatGPT, Google Bard & Bing Chat0l JA&LICEH)
Large Language Model (LLM) (LHE &0 2Z)

oY

3
A

LLMs are Al models which learns to predict the next best word or part of a
word in a sentence having been trained on enormous quantities of text.

ChatGPT and Bing Chat use the OpenAl Large Language Model. (LLME &t

et 22l HAEZ sigotd 2&HUAM UsS 20 £= =Ho2 2FE H=ote

Machine Learning (ML) (D1 &&)

A Dbranch of Al that uses data and algorithms to imitate the way that
humans learn, gradually improving accuracy. Through the use of statistical
methods algorithms are trained to make classifications or predictions, and to

uncover key insights in data mining projects. (HIOIEIQF 2 DEISS AIE06H)

Technology Assisted Review (TAR) (Ol= XI¥ ZE)

Al tools used as part of the disclosure process to identify potentially
relevant documents. In TAR a machine learning system is trained on data
created by lawyers identifying relevant documents manually, then the tool
uses the learned criteria to identify other similar documents from very large

disclosure data sets. (MMECOZ 2&H S2AE AlYo6ID| ol 200 A &

i

CZ MEHE Al =7 TARUIA= JIAH st AMAEO0l BSAIS0| =522 A
25 2E =A OI0IEHE JIBtLZ SsEHM, 8 UsS =+e stsd JI&ES
AESHH i 2 300 O0IH MEWA CHE |SAte EME AEELICH)
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Guidance for responsible use of Al in Courts and
Tribunals (H& & THEA0M AL MY Az AHSOH CHE
INES)

1. Understand Al and its applications (Al2t 11 8& Z 218 0laliot|)
Before using any Al tools, ensure you have a basic understanding
of their capabilities and potential limitations. (Al &S & AM&35t0| &
of Y &2 JIsdt ZHE sHAHN e JI2XQ OlHE St AIR.)

2. Some key limitations: (2 JIXl =2 &HH:)

* Public Al chatbots do not provide answers from authoritative
databases. They generate new text using an algorithm based
on the prompts they receive and the data they have been
trained upon. This means the output which Al chatbots
generate is what the model predicts to be the most likely
combination of words (based on the documents and data that

it holds as source information). It is not necessarily the most

accurate answer. (24 Al HE22 22 A= CIOIEHHIOIANAM E

« As with any other information available on the internet in
general, Al tools may be useful to find material you would
recognise as correct but have not got to hand, but are a poor

way of conducting research to find new information you cannot
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verify. They may be best seen as a way of obtaining
non—definitive confirmation of something, rather than providing

immediately correct facts. (ZXEIHO 2 QIHYNA MZ2&= U2

22 OMINZ, Al =7 SHt=0d IA6HAIg &0 =12
AN E2 AeE e U =82 = AN, S = Bl M2
FEE I 8 HH0l= Mot EsLUl. dse sS2H0

The quality of any answers you receive will depend on how
you engage with the relevant Al tool, including the nature of
the prompts you enter. Even with the best prompts, the

information provided may be inaccurate, incomplete,

The currently available LLMs appear to have been trained on
material published on the internet. Their “view” of the law is
often based heavily on US law although some do purport to be

able to distinguish between that and English law. (8 AFS D}

S5t LLMES QHYN HAIE XI2E JIBtoR SaE Aoz B
ALICH OS99 Yol thst "AHoll's =5 0= HEN A JIgts
S0 UX L LEE 0|2 =2 HEN FEE 4 QJCtD F=HGID
< BHLICY)

e

32 235 RXotII)

Do not enter any information into a public Al chatbot that is not

already in the public domain. Do not enter information which is private
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or confidential. Any information that you input into a public Al chatbot
should be seen as being published to all the world. (SHEX %S &
22 B Al R0l FEotA DFYAIL. JHRIHEOIALE J|2e EE
OtAl DHMAIL. S Al R0 28cte 2B 2= & MAHN SHE=
Aoz =L 00k &LICH)

ol ed
= ]

i

The current publicly available Al chatbots remember every question that
you ask them, as well as any other information you put into them. That
information is then available to be used to respond to queries from
other users. As a result, anything you type into it could become

publicly known. (8 SIE Al HE2 AISXIF 2= 2E E20 AISK

You should disable the chat history in Al chatbots if this option is
available. This option is currently available in ChatGPT and Google
Bard but not yet in Bing Chat. (Al 320 A ME JI=2S H]

A= S80I A= 2R 012 "HlI2d3tali0F &LICEH 0 s82

W
1

=K

IIJW'

X

0=

o

ChatGPT®2t Google BardOlAl AtEE == UXIEt Bing ChatUlAl= OtE Al
g & lsLUth)

Be aware that some Al platforms, particularly if used as an App on a
smartphone, may request various permissions which give them access
to information on your device. In those circumstances you should

refuse all such permissions. (&

P

rir

ol

=
-
— = A = = =] = AL o O
D:IO’ Xl-xl0| X—II:IO“ XN SH o] = El.OI:o|- 2 s S_DLI-Iol- ol=2=
(]
-

dE0AM=E

e
s
Ol

&AL, e

o

In the event of unintentional disclosure of confidential or private
information you should contact your leadership judge and the Judicial

Office. If the disclosed information includes personal data the
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disclosure should reported as a data incident. Details of how to report

a data incident to Judicial Office can be found at this link: Judicial

o 22 HIS=H ZIHIt gdlist B2, 2lUd THAI AFE S0 & =ol OF
LICH M= Z20 JHel GIOIEIE &=l B, oiE 2= GO0l At
A9 2 S0H0F SLICH AFEHSR0 OIOIE AtHS 21006t= Z-0l st &t
NE Lige U2 23A0AM &g &= USLICH AtE QIEU | AIEERE
fI8t IOl Aol &1 24Al)

In future Al tools designed for use in the courts and tribunals may
become available but, until that happens, you should treat all Al tools

as being capable of making public anything entered into them. (0OIcHOl

HE & HELUA AIEE = JAESE EHE Al =70 HMSE = UK

rr

g JJitKe 2 Al =7 g8 2= 828 e = e A=

Ensure accountability and accuracy (&0 HEAH SEG6H|)
The accuracy of any information you have been provided by an Al tool
must be checked before it is used or relied upon. (Al =3I} MZ8t &

k=1

2o FEH2 ALZStALE Q&S| M0l =elaHOoF &fLICE.)

Information provided by Al tools may be inaccurate, incomplete,

misleading or out of date. Even if it purports to represent English law,

it may not do so. (Al &7t M3¢8 2= RHESIAHL S2HSHAHLE

Lol AXIJF AALE 2 &0 Ot
dotHet: dN=zZ=s OEX ¥EsS

Al tools may: (Al &7 CUSH 22 IS & = USLICH)

* make up fictitious cases, citations or quotes, or refer to

i

l,

L= 20Es H=HU EMoltXl 2= BE, JIM E= 8E

legislation, articles or legal texts that do not exist (JFat2l A}

ol=
iy

MO
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* provide incorrect or misleading information regarding the law or
how it might apply (H& L= & & 2A0 ol SZ &AL
Qoo AXIF U= BEE HIE = USLITH)

« make factual errors (AIAE Q@FE & 4 Q&SLICEH)

Be aware of bias (B&4 QlAIG}D])

Al tools based on LLMs generate responses based on the dataset they
are trained upon. Information generated by Al will inevitably reflect
IBIQZ ot= Al &=+ =

J
ABHLICH AIDI MAMEH R8s &t

o g

errors and biases in its training data. (LLMS

stsE OO0IeH MEESE JIBte2 SES

0z

S HO0IHS 27 HEs ZHAMOZ BHAGHAH ELICH)
You should always have regard to this possibility and the need to

correct this. You may be particularly assisted by reference to the Equal

Treatment Bench Book. (0] JIs&1 0|2 £A& ZeAds sa A0
SOOF SLICH S IR X 53 EXoH S5 &30 & &= UsSU

Ct.)

Maintain security (29t S XIotJ1)

Follow best practices for maintaining your own and the court/tribunals’
security. (RFAIDF HRA/THEHAS] Eotg RXIGH)| /st 28 AtdlE 24
A2.)

Use work devices (rather than personal devices) to access Al tools. (OH
ol ZXIJF ot & HXIE AMESIH Al SF0 HAASHAAIR.)

Use your work email address. (2 0l F=AE AIESIAMAIL.)

If you have a paid subscription to an Al platform, use it. (Paid
subscriptions have been identified as generally more secure than

non—paid). However, beware that there are a number of 3rd party
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companies that licence Al platforms from others and are not as reliable
in how they may use your information. These are best avoided. (Al 2

S MBBHINR. (B2 7SS YBEo2

e
OHi
2

i
4
i
e
50
fir
0
10
=

HRS 2O O otdE We2 &I ASLICH. ddl TOE SIAIZRH Al
SUS= cH0ldAot= M3A A JULMH 01=0] EE2E AtEots &4

O d2lg &= glli= B0l F=2otyAIL. 0lddet 2lAte Llote X0l £

If there has been a potential security breach, see (2) above. (&M&E &2

Yy
32, 22 (2)8 FXoHAAIL.)

Il

Ot

oF 9IBHO| Al

— o

o

Take Responsibility (& XIJ[)

Judicial office holders are personally responsible for material which is
produced in their name. (At 22 XtalQl 01522 &HAHE XK= 0l CHoH
erxoz MaAds HLUICH)

Judges are not generally obliged to describe the research or
preparatory work which may have been done in order to produce a
judgment. Provided these guidelines are appropriately followed, there is
no reason why generative Al could not be a potentially useful
secondary tool. (EtAteE EZE UW2ID| fIoh s&E 37 L= &H &Y

Sz glglt. oldet XIEs HE0l == &,

mio

ZE:

W

|2t et

Ja

-—

MY ADE EMECZ 788 X &It 2 £ e Olge ASLILH)

If clerks, judicial assistants, or other staff are using Al tools in the
course of their work for you, you should discuss it with them to ensure
they are using such tools appropriately and taking steps to mitigate
any risks. If using a Dom 1 laptop you should also ensure that such

use has HMCTS service manager approval. (K2J], Al BX& L= DJ|E}

A0 HF S0l Al =75 AtEotd U= B, Jds =26t¢ 0l2st
S HESl AIE0t] UCH 2= fIg= =2stot)] g XXE Fot



Jr_:-
ok

H&aa SE8 AT 74

U= =0IoH0F &LICH. Dom 1 =E== AIEdote 2 of

HMCTS MHIA 2telXt 5218 EU=X =loioF & LICH)

Be aware that court/tribunal users may have used Al tools (& & /&2
AL XL Al S E AEIE = USE AAIGHI)

Some kinds of Al tools have been used by legal professionals for a
significant time without difficulty. For example, TAR is now part of the
landscape of approaches to electronic disclosure. (282 &F2| Al &7
HE MZ2IH0l 2ol &8t A2t St 2H 201 AFEZ 0 BSLICH O
£ S0, TARZ2 OlMl &K 201 82 249 It H/UASLICH

rr

~

Leaving aside the law in particular, many aspects of Al are already in
general use for example in search engines to auto—fill questions, in

social media to select content to be delivered, and in image

recognition and predictive text. (£06] HES MHQotL1E, A9 2 =0
2 0|0 detEoO2 AT D USLICEH HE S0 ZM AXNA E2S

s 2tdote O AFEELD, &8 DA dEe 28 =S Hd=otH, Ol

OIXl ¢l

Jz

2 0= SMAENM ALEELICH)

All legal representatives are responsible for the material they put before
the court/tribunal and have a professional obligation to ensure it is
accurate and appropriate. Provided Al is used responsibly, there is no
reason why a legal representative ought to refer to its use, but this is

dependent upon context. (25 HE 2|2 HA/THEA0 MBS X2

Of CHol S = XN, oied A=)t F&otl) HEgsS 283 828 2R
Jb ASUICH AIDE 22 AU AIZE0E H8E Uelgol O A EsS gl

OF & 0lS= 2Kl Ol AtEH0 et CHSLICt)
Until the legal profession becomes familiar with these new
technologies, however, it may be necessary at times to remind

individual lawyers of their obligations and confirm that they have
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independently verified the accuracy of any research or case citations

that have been generated with the assistance of an Al chatbot. (221L}

ME AZO0| 0248 MR IS0l AXHE BNXS HE HSAUHH o
S ol Qlgeo Hay

A1 Al RO =322 MAE AL A
AL
L

S sgxoz HoHWET

/] L— AA

O

—

Jon
!
e
[0
A
50
o

Al chatbots are now being used by unrepresented litigants. They may
be the only source of advice or assistance some litigants receive.
Litigants rarely have the skills independently to verify legal information
provided by Al chatbots and may not be aware that they are prone to
error. If it appears an Al chatbot may have been used to prepare
submissions or other documents, it is appropriate to inquire about this,
and ask what checks for accuracy have been undertaken (if any).
Examples of indications that text has been produced this way are
shown below. (Al S22 &I B30l Q0| A&5S Xd#dl= SALA

Olol AFEE LD AsLILCH

uin
2

Al tools are now being used to produce fake material, including text,
images and video. Courts and tribunals have always had to handle
forgeries, and allegations of forgery, involving varying levels of
sophistication. Judges should be aware of this new possibility and
potential challenges posed by deepfake technology. (Al &== OIAl &

AE, OI0IX &€ HICILE Zest OHMt A28 ddots O A EXHD US
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Examples: Potential uses and risks of Generative Al in
Courts and Tribunals (OIAl: & &L THEZAUA MA AlS
HHE A2 2 fE)
Potentially useful tasks (R ECZ S5t =)
Al tools are capable of summarising large bodies of text. As with
any summary, care needs to be taken to ensure the summary is
accurate. (Al &= 2Oist €A 2= UASLICH CFE 2«41

FOI

—

Qo

m
i
b

f o0 ELELICH)

« Al tools can be used in writing presentations, e.g. to provide

rr

Cl

ol
14

Or&OtXI 2, 2201 H &6l

Jon

suggestions for topics to cover. (Al &= ZHHEHOI&E HHUH AS
2 2= A2H, IE S0 CE =Mool e HetsS M3 = UASLILH)
« Administrative tasks like composing emails and memoranda can be
performed by Al. (OIHY £ HEZ AN 22 A A2 AN 2ol

=fE = USLICH)

rr

=)

Tasks not recommended (& Z&t6HAl &
 Legal research: Al tools are a poor way of conducting research to

find new information you cannot verify independently. They may be
useful as a way to be reminded of material you would recognise as
correct. (HE 32 Al &= SHAEOZ HAZE £ Qe M2 38
£ )| {set AR HEEotAl ESLC. Q=2 SHi=20hn olAlgs £

AL

T
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Legal analysis: the current public Al chatbots do not produce
convincing analysis or reasoning. (HE& 24: &2 204 Al HE22

M
=

Jn

S As SH0IL =ES MHESHA ¥sLICH)

Indications that work may have been produced by Al (0| A0 2o MM

HAS

references to cases that do not sound familiar, or have unfamiliar
citations (sometimes from the US) (=53otXl 22 Atell &X L= <
=0otXl £ UE2(HMZ 0I=0HAH & A))

parties citing different bodies of case law in relation to the same

legal issues (22 BHA Z2Het 2830 M2 CE EHHE CIE5H

INVAR=)

Ct
o

rr

ol

submissions that do not accord with your general understanding of
the law in the area (HY ZO0IOIAM EE0 OISt LBrAOl O|oH 2 X
otXl & HNE2)

submissions that use American spelling or refer to overseas cases
(0= EXE ALEStHU 2l At2lE & Xdte HE2)

content that (superficially at least) appears to be highly persuasive
and well written, but on closer inspection contains obvious
substantive errors. (2JZ2ACZ= R S8 U0 & AHE AHY

SOIXIEH XtAlol ZBEo 25 Fesh A

a FIL L& 2E=x)

o
A
Jd
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4. Y4 )

NOTICE TO THE PARTIES AND THE PROFESSION
The Use of Artificial Intelligence in Court Proceedings
December 20, 2023

29

0K

Ol 2M= HLICH HZHA0 HE EX0AM LBXI=(Al) ALS0l CHol
P

L
ZXULICH =2 Hee el
- HEN HMEBZ=s 2E A5 28 2AM40 AIDF AIEE H2, A
| A2 AAIS HAlIGHOF &FLICH.
ol
content in this document.”

= 0
—

A
. doie

3. 2X9 &Y (Explanation of this Notice)
« SXe= U8 A 2RE(LLM) S S& Al AFE0 s Ao
I AIEHLICE,
- HOE 2F AE2 M2

o H=gLIth

— T

Rl
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EIES
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H0
M
1]
W
1

1. Al A 2EIX0| Oist dHZ (Declaration for Al-Generated Content)
A

i

G =
St st

HW =

Al: "Artificial intelligence (Al) was used to generate

2. Al A2 & =! (Principles on the Use of Al)
e HRAS Al AIE2 Al EME £ Q= D32 SH CHol C1AIStD US
LIC}.
« E5| "EHOoA", HA APS XEH IisH, A2 2A2|9 MAHA oA}
2E T3 A2 S0l et I ASsUIC
« HSAlE AIE AE06H] &0l D2H0H MEXQI Q12 MHIAS MZ06t
= 2ds DeoHoF LIt
_7|C_ -?;-I’_U
« 9| (Caution): AlIDI MASH HAE EXU 248 AI2E e AE
& Q= EXHE AL=20H0F &LICT.
o QI2t-2XT L} (Human in the loop): AID} A&t 2EHIxO| HaEH}
A2IHE Solo0F & LICE.
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Federal Court (St &)

NOTICE TO THE PARTIES AND THE PROFESSION (& At
HZAHOl CHE 2XI)

The Use of Atrtificial Intelligence in Court Proceedings (H&
AXUA BN s AHE)

December 20, 2023 (2023 122 20Y)

p =

The Court expects parties to proceedings before the Court to inform it, and each
other, if they have used artificial intelligence to create or generate new content in
preparing a document filed with the Court. If any such content has been included
in a document submitted to the Court by or on behalf of a party or a third—party
participant (“intervener”), the first paragraph of the text in that document must

disclose that Al has been used to create or generate that content. (H&2 S0

MEel 2ME EHlole HE0UA IBXNsS ASotH MEE2 SHZEE d43sE 3=
Ol S 20N 28 A= JIHELIL. AN £ MY 20 HEst =
MOl defet ZE=IF ZgE 2, old =48 R Bl B0l ESXssS AlE6t]
ZE=XE MHUSS 9ol0F SLICt)

This Notice requires counsel, parties, and interveners in legal proceedings at the
Federal Court to make a Declaration for Al-generated content (the “Declaration”),
and to consider certain principles (the “Principles”) when using Al to prepare
documentation filed with the Court. The Court offers below an explanation of why
the Declaration and Principles are in the interests of justice, the specific type of Al
to which this Notice applies, and how the Court will update its approach to the
use of Al at the Court in the future. (0l SX= HLHIAUNAM HE X0 F0ot=

HS AN AR 2 ORI Al 88 ZEIXN e dA2("dAR2")S &5t
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1. Declaration for Al-Generated Content (Al A& 2EI=X0f CH

5 dol2)

—

This Notice applies to all documents that are (i) submitted to the Court, and (ii)
prepared for the purpose of litigation. For greater certainty, this Notice does not
apply to Certified Tribunal Records submitted by tribunals or other third party
decision—makers. (0l SX= () 30 HEzE L€ M 2 (i) 48 SHez FHIE
M0 HAEELIL = ol ot ?lol, 0 XK= MEtau OE et Z2E Xt
HEe SE MHE JIS0=s 22X $2SLICH)

The Court recognizes that Al may offer substantial benefits in the preparation of
documents. However, the Court also has obligations to maintain the integrity of
judicial proceedings, safeguard public confidence in the justice system, and uphold
the rule of law. (H&& ADI 2M ZEH HFHAM AYE 01F2 AW

AELICH L B2 Tat AlE 22Xt RZE4sS |FAotd, AHFE AIAE0

0
o
ol
i
e

1>
g0

o
ro
0K
0K

O IZE ESOIH, HXIFAE |RAE 2RIt ASLICH)

To ensure that the Court understands how Al has been used, any document
prepared for the purpose of litigation, and submitted to the Court by or on behalf
of a party or intervener that contains content created or generated by Al, must

include the Declaration. (E&0| AIJ} HEH A2EHA=X OlHE = UEE, A5 S

Moz FHIZ D ZAA E= HUXE HAIGIH BN HE== SAM0 AN 2o M-
= BHXI ZEE AL, MRS ZEo0F §LICH)
The Declaration shall be made in the first paragraph of the document in question,

for instance, the first paragraph of a Memorandum of Fact and Law or Written
Representations. An example of the Declaration follows: (8222 HY A H H
M Sl HEE00F otH, GE S0 AlY 2 BE H2U MY d=M2 H Bl &
SOl ZAMoi0F ELICH dAHR22 Ol= G &25LICH)

Declaration (6821 2)

Artificial intelligence (Al) was used to generate content in this document. (0] A2
ZH=x= AIBXNS(ANS AESHH MAZJASLICEH)
Déclaration (&1 &)

L'intelligence artificielle (IA) a été utilisée pour générer au moins une partie du
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2. Principles on the Use of Al (Al A &)

The Court recognizes that emerging technologies often bring both opportunities and
challenges. Significant concerns have recently been raised regarding the use of Al
in Court proceedings, including in relation to “deepfakes,” the potential fabrication
of legal authorities through Al, and the use of generative decision—making tools by
government officials. It is incumbent on the Court and its principal stakeholders to
take steps to address such concerns. (H22 AlJ[=0] J132 &2 2F JHSCH

= WS UAELIGH z20= E& ZEX0A Al AIED 236t0 "EHoI3", AIE S&

-

HA A2 MY =&, 5 220 2 488 A 25 =72 AAE St 236
R LI MIIZU[SLICH B =2 OIHZHXIL 0148t R4S HAGH| <6t

Further, the Court understands that there are both ethical and access to justice
issues regarding a lawyer’'s use of Al when their client may not be familiar with Al
and its various applications. Before using Al in a proceeding, the Court encourages
counsel to consider providing traditional, human services to clients if there is
reason to believe a client may not be familiar with, or may not wish to use, Al. (&
PERAZ2 HSAMI AIE AHEE [ Sc0IUED Al 2 st & T2 )30 =0t
0l
Al

roh

A s = UAlbs oA Scld L AHE 824 2Hot

00
Mo

HerLICH ZE Xt

$0
ol
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1
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The following principles are intended to guide the use of Al in documents
submitted to the Court: (IS &2 HIW HEE ZAHUA Al AAHES CHLHSHD| <IEH
JdeLick)

Caution: The Court urges caution when using legal references or analysis created
or generated by Al, in documents submitted to the Court. When referring to

jurisprudence, statutes, policies, or commentaries in documents submitted to the
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Jr}
GH

A 2T 23

&2

official court websites, commonly referenced commercial publishers, or trusted

public services such as CanLll. (F2: H2 Hao M= SAHUA ADL MAHSHAH
LI MHsh A X T= A2 MEE M F2AE SIAELIC HAM MESE 2 MO
N o, gHE, 83 = HlES H2E e & 2HAD M = JAs SHO A2
ol= 240l SQELICH lldle 34 EHE HAOIE, dEtNOz XL = MY STA

"Human in the loop": To ensure accuracy and trustworthiness, it is essential to
check documents and material generated by Al. The Court urges verification of any
Al-created content in these documents. This kind of verification aligns with the
standards generally required within the legal profession. ("@I2t-IZ " AHStAH
d2ldsS 20| fol AL ddst 2AM2 HEE E0lcts 20l E=HYLICH 2
Oledst ZMUIA AIDE MASH RLE BH X HE2 FELULC

ABIHOZ ME AN 27

0
I
e
i
I~
ne
el
el
-
o

3. Explanation of this Notice (0] 2XI2Q &YH)

Through consultations with the stakeholders, the Court has developed its
Declaration and Principles concerning certain uses of Al, including large language
models (“LLMs”). The Court will update this guidance periodically as the Court’s
understanding of Al evolves. (OIGHZtHXS UL HOAE Sol HIAES UE A 2L
("LLM") S Z&tst S& Al AHE0 28 dAR 0 =S HLHSLICH HIE2 Al CHE

2 YHOoIEE 24YLICH)

|0

Oloiot g&&ol et 0 XIE3=S FIIA
The Declaration requirement only applies to certain forms of Al, defined as a
computer system capable of generating new content and independently creating or
generating information or documents, usually based on prompts or information
provided to the system. This Notice does not apply to Al that lacks the creative
ability to generate new content. For example, this Notice does not apply to Al that
only follows pre—set instructions, including programs such as system automation,
voice recognition, or document editing. It bears underscoring that this Notice only

applies to content that was created or generated by Al. (82 Q7 AIE2 ME2
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The term “large language model” refers to a type of Al capable of processing and
generating human-like text based on vast amounts of training data. (H& A0 2 &
Olets E0HE 2Ust 22 =& H0IEE J|etez 22t RASH HAEE Xelsot

HHLICEH)
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The Court recognizes that counsel have duties as Officers of the Court. However,
these duties do not extend to individuals representing themselves. It would be
unfair to place Al-related responsibilities only on these self-represented individuals,
and allow counsel to rely on their duties. Therefore, the Court provides this Notice
to ensure fair treatment of all represented and self-represented parties and
interveners. (H22 HSADL a2 ARASZ N2 Q2RI /UASS AASLICH DHUL
Oledst 2/RE= XIIE WESH= JHQl

HIADEX =EE X EsUt Al 28 HES 0l Xt
JIE UHEols JH0He ekl &

tol

ADE THAIOl SR E MZISHES ot A2 23

He AQYULICH M2tN EES BE HEE ARG XIS HESE QAL L HSX
b BHGH HRLS 4+ YUSE 0l TS MIBLICH)

The Court recognizes both the risks and benefits of Al, including “hallucinations”
and the potential for bias in Al programs, their underlying algorithms, and data
sets. The Court recognizes that counsel, parties, interveners and the administrative
bodies whose decisions they may challenge may increasingly rely on — or be
impacted by — Al. (B2 AlQ €41 0l&, "8" L Al Z278, J|I=2 L12S

2 OI0IE NESQ #Hg Jisds oA

1

LICH &

0
o
'

SAH AR, JHEAH & 150

Ol21E Mg = UAes & J[20] ANl 88 O 2AZ0tH HAHU A2l S 2= +

This guidance has benefited from feedback received from various stakeholders. The

Court is committed to full transparency and continuing consultations with members

of the Bar and other stakeholders on the development of future iterations of this
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guidance and related policies. (0] K& Ct2st OloH2HANZEEH B2 IE &2
Off JHEESIASLICH BHI_IS AC=29 X&EIL 2 I JPEH U BHSAF 83 &
Ct.

' JIEH OloH 2EAHIAHRES] KIS=HOD ol 2Met SEFHS 5L

0
>

bl

For its part, the Court will not use AI, and more specifically automated
decision—making tools, to make its decisions or render its judgments, without first
engaging in public consultation. For more information, please consult the Interim
Principles and Guidelines on the Court’s Use of Artificial Intelligence. (&2 HX

H E2AE HAKX =1 Al, Sol IUsztel A 28 =€ MEotH 2E= UL

4

HZEE UWelkl &£ RYU XAE tHee 839

e

SXs ALS0l 2t SAl 2 F

Paul S. CramptonChief Justice(HR & Z S. JHE)

Hallucination is a term wused to refer to facts, citations, and other content
generated by an Al that are not true, and have been fabricated by an Al in
response to a prompt or request. (22 A MHSH ALA, 218 % JIEt BH=XE
X&ot= 802, Ol= AtAO0l OILIH ADH ZEESZEU QREN SEotd =&sh AL
Ct.)
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GUIDELINES FOR USE OF GENERATIVE
ARTIFICIAL INTELLIGENCE IN COURTS
AND TRIBUNALS

Judges, Judicial Officers, Tribunal Members and
Judicial Support Staff

7 December 2023

20231207-GenAl-Guidelines—Judicial.pdf 2t

0] EAN=s REHE Y L THEAWMH MAHASE Z2Xs=(GenAl) HE(0H:
ChatGPT, Bing Chat, Google Bard)2 AlES {8t Ji0IEelelsS MZ06HH,
= PN

At THEHA RE@ LAY 0l HAYLICH =2 WE

1. M58 ABXS Olch L 8K
+ GenAl xz ZA AXOl OLLIO sts=<l OIOIEHO Jlgtol ME2& &
AES AU et 8201 AW TS = AsLt
« S GenAl 22 =ZHE HE OOIEHN HetHex2 H2eLIC
- EY=O FE2 ZEZEQ AU WMet CHELC
2. 0|2, AR L HAFE 25 R
« SHEX €2 2= Al =20l otk Z0toF ofH, =g 2
b THE ARSI SHE = UASLITH
« DiZet 20t AATX A SHE B3R SA 4=sAH0A 2J0H0F &
LICt.
3. MM FM 2

+ GenAl HZ0| HMS8 ZEE &I2I6tI] MOl BIEAl Z=LS =0lol

OF SfLICH.
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GUIDELINES FOR USE OF GENERATIVE
ARTIFICIAL INTELLIGENCE IN COURTS AND
TRIBUNALS (& % THEANMN MHE QS
= A0 &8t JtolEetel)

Judges, Judicial Officers, Tribunal Members and Judicial Support Staff (ZtAL,
ArH 2, THEA YR Y A 22X Q)

7 December 2023 (2023 128 7Y)

These guidelines for the use of generative artificial intelligence (GenAl)
chatbots (such as ChatGPT, Bing Chat or Google Bard) have been

developed to assist judges, judicial officers, tribunal members and judicial

d

k
ol

A 2o 23

1

J

support staff who may wish to use such tools in the course of their work.
(ChatGPT, Bing Chat (£= Google Bard®?t 22 MAE 02X s M2 A2 I}
OlECtClE 0lddet EFE YR0U AIZotLAAN ot= THAE, AFE2H, THEFA P24

2 A BX HJAS S| Ao HLEHJ[SLICH)

]
re
{0

Any use of GenAl chatbots or other generative Al tools by the judiciary and
judicial staff must be consistent with the judiciary’s overarching obligation to
protect the integrity of the administration of justice and court/tribunal
processes. The key risks inherent in GenAl chatbots, and some suggestions
for mitigating them are set out below. (AFEHE2F AIEH 20| MHAE 2B Xs

HROILE JIEt ddd elEXs =7 MEE e MELRS 22XH2 2R
[=3]
=

FIF
o
(S
e
pal
%
o
o
-
[
0z
0x
ol
e

2482 2350

This guidance applies to all judges, judicial officers and members of the
courts and tribunals listed on page 9, and to their support staff (including
associates, personal assistants, clerks and legal research counsel).

Examples of potential uses and a set of FAQs are included on pages 5-8.

(0l XI&E HOIXIN UESE 2= H3 L MBS ZHAL AtEH2, Fd3 2 &
X HA(SZ, M2 HIAM, AJI & HE A7 AR Z)0AH HSELICH
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A ALE WAL FAQ NIE= 5-8HIOIXIO Z&&H USLICEH)

COMMON TERMS (828 ()

Artificial Intelligence (Al): the theory and development of computer systems
able to perform tasks normally requiring human intelligence. (2! Z2XIs(Al):
BIMOZ 012t9] XIsES ERZ ot HEYS =8 = Y= TFH ALEQ 0]
2 2 o)

Generative Al (GenAl): a form of Al that enables users to quickly generate
new content — can include text, images, sounds and other data. (&3 0l
KS(GenAl): AFZ XD SAE ) O|0IXI, &2l & DIE HIOIHE Z&6tH MZ2

ZEH=E W2 d48g = AN ot Al2l & SEH)

M0 O
He

GenAl chatbot: computer programme for simulating online human
conversations using generative Al. (MAHE o3 Xs MR MHE oBXs23
AMEZ6HN =2ct2l 212t THatE Al=2dI0l&86t=

ChatGPT: OpenAl's GenAl chatbot — “Chat Generative Pre-Trained
Transformer’”. (ChatGPT: OpenAl2l MAEE Q28X s MR - "Chat Generative

Pre—Trained Transformer")
Google Bard: Google’s GenAl chatbot. (Google Bard: Googlel| MAE 0lZ2

s )

o A A

Bing Chat: Microsoft’s GenAl chatbot. (Bing Chat: Microsofte] #M&& QIZ X
s MR)

Large Language Model (LLM): an Al algorithm which, through sophisticated
pattern recognition and probabilistic calculations, learns to predict the next
best word or part of a word in a sentence. Generative Al chatbots generally
use LLMs to generate responses to “prompts”. (H#2 A0 2E(LLM): E
st E QA & B8 JHitsS Sl 2HUM Gse=2 Hgst U Hoe ¢

Sol= Al 2128, ddg elaslls Mx2 geXe=z LLIME AIE6t:
=

_L

Prompt: short instructions entered to a generative Al chatbot to obtain the
desired answer/output. (ZESZE: 2ol ©H/ES2sS )| Pof MAEE 012X

S H20 YA B XA)

T [=1- Jyw—
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GUIDELINES FOR USE OF GENERATIVE Al IN
COURTS AND TRIBUNALS (H& & JHITHANAM
MAH OIBXs ALS0 28t Jt0|=2t0l)
1) Understand GenAl and its limitations (M&d& ©l
Db 2 &tAH OlaHatIl)

Before using GenAl chatbots ensure you have a basic understanding of their
capabilities and limitations. (MAE Qs Xs H#HREZ2 AIZolI| &H JI2HQl

Jls1t &HIE OloliohOF & LICt)

Some key limitations: (=2 StAHH)

Ns

0K

o

« GenAl chatbots are not search engines. They do not provide
answers from authoritative databases but, rather, generate new text
using a complex algorithm based on the prompts they receive and
the data they have been “trained” on. This means the output
generated by a GenAl chatbot is what it predicts to be the most
likely combination of words (based on the documents and data that

it holds as source information). However, even if the output looks

convincing, it may not be factually correct. (M&d& 23 Xs ME2
2 X0 OFELICH #H?l UAes HIOIEHHIOIANM E2 M38HK 21,
B2 TEITEQ "s&"St HIOIEHE JIBeZ S&s& 2elsSS AIE6t
O M BEIAEES MOEILICH Ol MAE C1ZXs R0l M4dst &
0] 24 HEZ ERs 2A2 HOHE JIgtez IJtE Itsd0l =2
Ctl X&goletl o ddxol 2

et Ays 2oLt defth £50
(@]

« The currently available GenAl chatbots appear to have had limited
access to training data on New Zealand law or on the procedural

requirements that apply in New Zealand courts and tribunals. (& X

ME JHSE MAE QBXS MES SEUCS YEBOIL SEUC #e
9 WEAN HEE= B 27 AR S st GOIEM RERS



« The quality of any answers you receive will depend on how the
GenAl chatbot has been trained, the reliability of the training data,
and how you engage with the relevant GenAl chatbot, including the
“guality” of the prompts you enter. (&t2 EH 2o ZE&Z2 MHEH o3

J

ANs R0l OHEH SsEHUA=KX, sts OOIES &2y, el

ol

| —
DEOEQ "EX'S EHGI0l ol MAEE ABXS MR LN A4S

AgZot=Xol el geta L)

« Even with the best prompts, the output may be inaccurate,
incomplete, misleading, or biased. (RAS ZEZEE AME5tH2E
£20| SEEOIAHL S2HGHHLE Qo2 AKX [UAL HegE = U

SLICH)

2) Uphold confidentiality, suppression, and privacy (Ol
o, 9l 2 HEE 25 |®XIGHI)

Generally, you should not enter any information into an Al chatbot that is
not already in the public domain. Do not enter any information that is
private, confidential, suppressed or legally privileged information. (2Bt =2
OI01 2=l EE2Jt Ot 28 eZXNs HRU LEM= et SLICH WA,
Y, JHEAHUL HReZ S0 A= FEE Lot IHYAR.)

« Some GenAl chatbots can remember every question that you ask
them, as well as any other information you put into them. They
could then use that information to respond to queries from other
users. As a result, anything you type into a GenAl chatbot could
become publicly known. This could breach suppression orders or

statutory prohibitions on publication, or disclose private, confidential

or sensitive information that may cause serious harm. (22 d4&d
oIB3Xs MRS ZEe 2E sy g g F8E J9Eg = U
SLICH O 02 O AMEXY 220 S8E6t)] fol iy 3E2E At
28 = UASLLC. Z2HHC=z MHY o3Xs HZRH Lgst 2= U
g0l SIE = USLICH Ol 9H ¥y L= 8 s 3 XNE St
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 In the event of unintentional disclosure of private, confidential,
suppressed, or privileged information: (JHQIA, J|L, ARLYAUL SA
Ol Y= 2D A& %A BIHE 2R)

+ Judicial staff should immediately report this to their supervising
judge/judicial officer/tribunal member. (Al X2 SA| 25 T
A/ AP 2/ THE A A ERI0AH OIS £ 1006H0F &LICH)

« Judges/judicial officers/tribunal members should notify their
Head of Bench/Tribunal Chair. (EtAH/AtEH2/THEA FAHRE T
SO A= MEAE/THEA SJEOMA Ol SXIoioF &LIC)

« For Ministry of Justice-supported courts/tribunals — depending
on the nature of the incident, and its urgency, it may also be
appropriate to report it to Privacy@justice.govt.nz. This will
enable the Ministry to take prompt action. (2% X& Y/

el 32 - A1 9 21 =40l (et
Privacy@justice.govt.nz0fl £10dt= A0l HEE = USLICEH Ol

£ Sl §RF= ASEGHH =XE HE &= USLITH)

el

HEF= 8IS S =
You should disable the chat history in Al chatbots if this option is
available. (0l S&0| Jisst 32 2U3XNs HRUA HE JI=S2 HE43
oHOF &fLICH.)

Further information about privacy and Al tools is available on the
Privacy Commissioner’s website. (H/EE 25 L IEZXs =70 e
=)t 2= HEE B35 223 A0IENAM =olg = JASLITH)

In future, there may be an in—house GenAl chatbot procured for the
New Zealand judiciary that protects confidential, suppressed, and
private information. However, until that occurs, you must not enter any

such information into publicly—available GenAl chatbots. (Olc2i0i= I Y,

Ol U N HPE P55 RRUC AESES 918 UM MHE X
S R0l OHIE £ UsLICH J2L DMK st

Do =2 0|8 I}
or ElLIC})

i

[a—
i
[a—

MAS ol2X=s MEY O24st EBE 261 A
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The use of GenAl may raise copyright issues. Compliance with the law

Jr}
GH

A 2o 23

&2

of copyright is your responsibility. (A& Q2 Xs A2 H&EH 22X

o
g 222 £ UASUL MEAY Z= MEX2 MY YLICEH)

3) Ensure accountability and accuracy (AN HEH
S &6tI1)

You must check the accuracy of any information you have been provided by
a GenAl chatbot before it is relied upon. (M&& 23X s ROl HIs &
EE A5 Ol BEAl O HEHES Eolaior &LICt.)

« Information provided by GenAl chatbots is known to be inaccurate,
incomplete, or out of date. It may be based on overseas law that
does not apply in New Zealand. (M&& Q1ZXs X0l M3s EE
= SEEOIAL S2EGtHL 2l A2 el UsLILH 0l =
AMHEN M L= HAYS Jigtez & £ ASLITH)

« GenAl chatbots may: (&8 QIXs HR2 sl 2

oz £ YL

Al

o
MO
i

0

« Make up fictitious cases, citations or quotes, or refer to

legislation, articles or legal texts that do not exist. (&2 At

H, 0IRE T 0BRSS MSHU EMSIK Y= B, A E=
HE HAES IS

+ Provide incorrect or misleading information on the law or how
it might apply. (H&0ILt & =& A0 e 2RE = 20
of AKXt A= BEE M3

« Make factual errors. (At&l RFE HE)

+ Confirm that information is accurate if asked, even when it is

not. (H&t5IX LO2IE HEIF 60D =018
4) Be aware of ethical issues (&c|& 22X CIAIGHD])

Have regard to ethical issues — particularly biases and the need to address
them. (&2l 2H, €0l HAY 0|2 HZ2E ZRAsS DAHGIAAL.)
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GenAl chatbots generate responses based on the dataset they are
trained on (which is generally information from the internet).
Information generated by a Gen Al chatbot will reflect any biases or

Sl
—
[

misinformation in its training data. (MA&& QIZ2Xs 22 s58 O
OIHAIE Dlttez 2E=2 2

AH
o
QTN WRO MHE HE

c
[w)
1o
T
Jz
|0

« GenAl chatbots generally do not account for New Zealand’s cultural
context, nor specific cultural values and practices of Maori and
Pasifika. (&Y CIZXs HE2 & oy
OlLL Dt2I2 TOHAITIZIS] S8 23 JIiXlet 252 1NHGHA 25U
Ct.)

* You may be assisted by reference to the bench book Kia Mana te

ZHEOo| 235X oHat

—

TT

Tangata | Judging in Context: A Handbook. (Kia Mana te Tangata |

Judging in Context: A HandbookES & X6t &350 € £ USLICH)

5) Maintain security (22t SXI5t7])

Follow best practices for maintaining your own and the court/tribunals’
security. (Kt& D HRA/THEIA OS] Bots KXIGH)| QAsH BYH ALHIZE H2AA.)

« Use work devices (rather than personal devices) to access Al

chatbots. (JHC! & XDt Ot PR HXE ASSIH UBXs HREUH H
NIAGHYAIR.)

« Use vyour work email address (e.g., @courts.govt.nz;
@justice.govt.nz). (22 Ol TAE A2 oA Al (0l

@courts.govt.nz; @justice.govt.nz).)
* |f you have a paid subscription to a GenAl chatbot platform, use it.

Paid subscriptions are generally more—secure — but the inherent

risks and limitations of GenAl chatbots remain. (A& QoIZ2Xs =
2 EHEN |28 RS0 JACtH 0| ANZESIHAEAL. B8 252 LBt

o
MO NRe /AW A= ¢

or

HMOR [f QFBIXY MHE OIBX|

o —

M3l EMELICH)
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« If there has been a potential security breach: (EIHZQl 2ot HOt

+ Judicial staff should report it immediately to their supervising
judge/judicial officer/tribunal member. (Al HJAS Al 2= &
At/AFE 2t/ THE A 2 R0H OIS 2106H0F &LICH)

« Judges/judicial officers/tribunal members should report any
incidents, as appropriate, to their Head of Bench/Tribunal
Chair. (EFAH/AIEZ/MHEA 2HAS2 AIAS HESHH &= HELA
ZH/THES QIO A E006H0F SLICE)

« For Ministry of Justice-supported courts/tribunals - depending
on the nature of the incident, and its urgency, it may also be
appropriate to report it to ICTSecurity@justice.govt.nz. This will

enable the Ministry to take prompt action to address any

security risks. (22 XI& YHa/MMEHAQ B - AFH2 A1t
2240 et ICTSecurity@justice.govt.nzl 216t= 20l &H&E
& £ USLICEH 012 Sol HRR= 2ot S AISGHH HZ 6t

6) Disclosing GenAl use (MAE 0213Xs AIE 3IHolII)
Judges/judicial officers/tribunal members: You do not need to disclose use
of a GenAl chatbot. (EtAI/AFE 2/ THEA LR MHE CBXs MR MBS
Sheg 2ee sLCLH)

Clerks/research counsel and judicial support staff: Discuss with your
supervising judge/judicial officer/tribunal member how you are using GenAl
chatbots (or any other GenAl tools) and the steps you are taking to mitigate
any risks. (MII/BIE 7 A L AIYH BX X 2SS DA/ AFE 2t/ T EHA
AN MY o3ks HR(E= JIE 48 23Xs &) HEAH AE
ot UACH, /IS 235t Ad HE =XE FHotDd JU=sKl =25t AIRL.)
Provided these guidelines have been followed (in particular, checking for

accuracy), the key risks associated with GenAl should have been adequately

addressed. (0] JtOIEectRl0l ECIACUH(SD Hatd =01), M4y 2ZBXs
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7) Be aware of GenAl use by others (CIE At
o o8 Xs AIS 21AG6HD])

Check the accuracy of information contained in submissions that show signs
they were produced by a GenAl chatbot. (M&E CIZXs MO 2o 44
E Aoz H0le MZE N2 HEHES EOIoHAIR.)

Courts and tribunals in New Zealand and overseas have already experienced
instances of lawyers and lay litigants using GenAl in court/tribunal materials,
for example in submissions. (F& = L G2l BRI MEA= 010 HEIIS
B AZ0I0l HE/MEA U=, HE S0 HNE20 HE" ABXsS AFEot

Aell € BE;SLICH)

o

rnrne

« Lawyers have a professional obligation to ensure that any material
they present to the court/tribunal (however generated) is accurate. It
may be necessary to remind individual lawyers of their obligations
and confirm that they have independently verified the accuracy of
any research or case citations generated by a GenAl chatbot. (2Z

ts HE/MEA0 MBSt 2 UH2(HE A2 M8 E)) ZE
J

_IW"

ot== EFEE 220t USLILH HE BHI AN OS2 2ARE &JIAl
Il ddd 3 Xs R0 ddst H2U Atdll 2182 &8s SE
MO =HQIM=R &Qlot= 20| 2R == USLICH)

« Lay litigants may use GenAl chatbots to identify and explain relevant

<

laws and legal principles or to prepare basic legal documents.
However, they will often not have the skills to independently verify
the legal information provided, and may not be aware that it is
prone to error. It may be appropriate to inquire whether a lay
litigant has used a GenAl chatbot, and to ask what checks for

accuracy they have undertaken (if any). (gt AE02 23 HE L
|

WE YRS AYED MUSIU JI2R HE 2AE U5 96
MAHE EBXS MRS ANBY £ JASUCL DU HMIE €E =e
S SYNOR OIS 4 = J20| YUOH 2BI} LME & UCis



Be

AAZ OIAIGHI R& & USLICH UBF A2000] 44 3As
S MBEX, FHHS =G| A HE IS HJUST(US

“Red flags” that may indicate a GenAl chatbot has been used
include: (MA& CIBXs HR0 MSBSHUASS LEHE = Us "dE=
Edi1'=s sy 2500
 Submissions that use American spelling or refer to overseas
cases. (0|24 EXZ AIZOIHLE 2 AlIZ HZote HE2)
« Content that (superficially at least) appears to be highly
persuasive and well-written, but on closer inspection contains
obvious substantive errors. (Z22J|0l= e &5 A0 & &
e AHE 20X KtAISGI ZASHH YEkst AAN @28 IE
ot= ZE =)
« References to cases that do not sound familiar. (2=5otXl %2

AAIE EXE)

M

F
[

+ Parties citing different bodies of case law in relation to the
same legal issues. (S8 HA Z MOl CHol CHE Atelg2 o=
ot= AR

* Submissions that do not accord with your general
understanding of the law in the area. (Y =02l HE0 CHSt
UBEANOI O|oH 2t LXIGHA 2= MES)

aware that GenAl can also fabricate convincing images, audio and

other media, which parties could present as evidence. (MA& °=Xs

o

—

Lot GMIE SHZ MAE = e €55 U= O0l0IX, 202

JIEt DICIE X=&E = ASS AAGHIAIR.)

For

courts/tribunals for both lawyers and non-lawyers on the Courts o
New Zealand website. (FJ} dB= =&
HEIIE 9IS HI_/MELAMAL MEE A3 Xs AME JIH0IE2eIE2

SHMAIRL.)

H

20

more information, refer to the guidelines on GenAl use in

—

o

g HE EAMOIES EsIt

— —

il

0zt

_67_



Q3

& &

F (Ajarﬁ
h M&an S8 2T 23
EXAMPLES: POTENTIAL USES AND RISKS OF
GENERATIVE Al IN COURTS AND TRIBUNALS
(Ha & THEAHAN MAEAE 2Z2Xs2 EHMHA
AEZ0 AS 0l TS ClAl)
Potential tasks: (& HRL)
Summarising information (282 2<F)
« Making information shorter: (222 GO I BtSD))
* e.g., “Here is a paragraph on consideration; condense it” (0i:
"0 DA 28 S0l USLICEH 012 Lo AIL")
Changing tone or form of the language: (Y2 X L= SEf HA)
* e.0., ‘Here is a paragraph on consideration; please write it in
plain English” (0ll: "04J] il 28 =20l USLICH 0IE & A

MAR")

GenAl chatbots can be useful in condensing or summarising information.

o XNy
— o L

i

However, the following should be considered: (MAE QIZ2Xs 3
QLAUABIAHLE 2tefstoleE O REE = UASLICH Lt O3 At

LICt.)

==}
=X
s J

00

R

ol OF

il

« Using a GenAl chatbot to summarise a portion of a textbook or
other intellectual property could breach the author’s copyright. (121t
ML JIEF RIAR THatel YRE RUGH=e O MY 2Zks MRS A
Eote A2 MAS HAHAES EoHEg = JUSLICH)

* Any such use would need to be carefully reviewed to ensure the
summarised passage carries the same meaning as the original
content. (01218 AI2E 24E S0l | HEW L&t 20I1E X
D A=K =I5k Ao A S3HAH ZEZH0F SLICE)

+ Depending on context, the source may need to be acknowledged
and citations added. (&&0 et EHE &Gt 2EE FItolof

g = AsUdh)
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Speech writing (S& Z4)

« e.g., ‘| am writing a speech on the development of common law in
Aotearoa New Zealand; what are some potential headings or
themes?” (0fl: "Aotearoa New ZealandUlA 2l ESE L& CHs o4
£ &4 SYLICH ZFMEL HMS0IL =He 2IYUn?)

GenAl chatbots can be a helpful tool in planning a speech and producing
an outline of potential speaking points. It could then be used to elaborate

further on potential content for a specific speaking point. However: (MA&d&

ClEXls MR2 HE HE 2 SME 2 ¥ e A4l =8 =+t
2 = UsLICh O O35 €3 29 Q0 Uet FME ZE=E Itz &9

ote Ol AFEE™ £ USLICH L)

- Careful oversight by a judge, judicial officer, tribunal member or
staff member is required to use GenAl chatbots responsibly in this
way. (ZAF, AP 2, THE A 2HR = HJAQ ASE 250 EREL
Ch.)

« |t is important to ensure that any Al-generated material is accurate

and supported by reliable sources. (AlIDF MAS X&JF &G0 Al

& £~ Q= E2 FEELE 210 SERELICH)
Administrative tasks (& 22)

- e.g., “Draft an email to my clerk instructing them to research the
law of consideration in Aotearoa New Zealand” (0il: "LH A 2JI0IH
Aotearoa New Zealand2 LAY E X Alotet= Ol0IE =¢tE Zdotd
A2")

- e.g., “Draft an email to my associate scheduling a meeting with X
on Y date” (0il: 'Y EM0Hl Xt F2AE &Il <« 0IHY =ot2 &Y
SHAAIR")

Using GenAl chatbots for such administrative tasks requires caution: (0l2{8t
HE LR MHE eBXs MRS AMEodte X =2It ZRELICH

+ Remember that GenAl chatbots can retain any data put into them,

including names, email addresses and so on. They could potentially

disclose such information to a subsequent user. (MA&& CIZ2X|s =
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« GenAl chatbots lack nuance and understanding of context. As a
result, any Al-generated written material needs to be reviewed for
appropriate use of tone, language, cultural appropriateness, etc. (&4
da o3 Xs M2 0lEet X0l B0 CHet OloHot 2=¢

ZDHOZ AL MAB ZE NP IE2E OfX, 210, 23X X

[
O
[

]
0x
oin

rol

Tasks requiring extra care: (FIt =20t €28 AR2)
Legal research (HE XA})

« e.g0., “How does the law of consideration differ between Aotearoa
New Zealand and the United Kingdom?” (0il: "Aotearoa New Zealand
ot F=29 Ned¥eE HEAN TEINR?)

With straightforward areas of law or for material you would recognise as
correct but do not have to hand, GenAl chatbots might be able to produce
helpful, higher—level legal explanations or summaries of relevant legal
principles, but: (B&2 2t&tst 2Ot HESHAIC &0 €2 + Sl= XA=0 O

_l
= o
A= ddd E3Xs R0l REotL] Iz HE SHOIL 28 HE *H
C

og
F

of 2o HM3E 4+ UsU

- Care must be taken to provide accurate and reliable information to
the GenAl chatbot. (A& CIZXs X0 HEGID MY = U=
A2 E HSoH0or &LIC)

« The quality of legal research produced will be influenced by the
type of prompts the GenAl chatbot is given — it is only capable of
producing material in response to what it is asked. Writing high
quality prompts, and tailoring them in response to the answers

received, is a skill that takes some practice. (MAE 2 =Xs FHZO

o
Bl= DE2TEQ SN Mt MASE HE ZAQl Z&0| ZetELICH
=S ZXo DELEE XAHFID 82 GH G2t 012 ZX5i= 242
H&50| RSt Jl=LICt)

« While GenAl chatbots can produce some high—quality outputs (for
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example identifying and explaining relevant legal principles) they are
also prone to errors and “hallucination”. For example, it is currently

common for GenAl chatbots to generate fictitious legal citations. In

e
I

doing so, the GenAl chatbot may appear authoritative. (M&H

Ns %20l DEMO SAS M & UK 2 HE AE A
9 M) QFe "B HABLICH KIS SO, MHE ABXS W
Ol 3172l Y8 QRS MM3= 200] YWRALICH 0 B ML ol

« The use of GenAl chatbots is not a substitute for conducting
research using trusted sources such as academic texts or legal
databases. (M&E CIZXs MR AE2 &= SAEL HE OO0IH
HIOIAR 22 Al2E =+ TAE Mg = 8lsu
Ch.)

« GenAl chatbots are Ilimited by the date range, jurisdictional
information, and type of legal materials they can access. For
example, the outputs generated are often based on publicly

available US legal materials, reflecting the data set that GenAl

>~
or
<

chatbots are trained on (generally, the internet). (M&& 01 Z2

2 ML = As SR R, 2 2 & HE Az 70l 2
of MetElLIth OE S0, dd= 282 &3 SHE2=Z 0|8 JitsE
Ol= 88 N=E JIgtez otH, Ol d48d 28Xs R0l s

CIOIE MIEE BHEELICHERIRSZ 2IHY).)
Legal analysis (H& &24)
« e.g., “How would the law of consideration apply on these facts?”
(Oll: "OI AtAJOIl CHOH D2AHO0l HEH HELILIR?")
+ e.0., ‘Does the defendant owe a duty of care in this situation?”
(GdI: "D O &EUAM =2 2E XLIR?")
Using GenAl chatbots for legal analysis is not recommended because: (H&
ZAE Flol 48" 28Xs MRE AMEdote X2 HEEX EsLUL. 1O 0lF
=)

« GenAl is ill-suited to legal analysis as it generates text based on
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probability, rather than an understanding of text’s content or human

Jr}
GH

inferences. (MAE QlZ2Xs8 HAEQS LHZ0ILt Q2te] =2& 0|
SHIIECE EE0N et HAEE MAHolEZ2 BHE 240 =HEotAl &

SLICH)
« GenAl does not have an ability to critically examine the patterns it
identifies in data — this can result in it drawing inaccurate or
PIEXs2 HOIHNAM AZEe HES i

S0 ez RHEOIAL HEE 22

— O

o

biased conclusions. (A&

o
J_i OE D_IAI‘OF A %15

oIr
njo

[

=g + AsLICH)

« GenAl does not produce a “neutral” output and to rely on it
uncritically would compromise the integrity of the judicial process.

tXI 2204 0l HlE L0

(MaE oIBXSe "SEN A s
ARG ALY ROl SEHO| HEY 4 ABLICH)

OII

FAQs (K= 2= &22)
What are GenAl Chatbots and how do they work? (A&

OIBXs MO0l PANOIH HEH =HS5HLIR?)

GenAl chatbots, such as ChatGPT, Google Bard and Bing Chat, are Al tools
that have been trained to respond in a conversational, online chat style.
Users can enter prompts (gquestions) to get the GenAl chatbot to do things
like generate or summarise text or answer questions. They can then enter

more prompts to refine the chatbot’'s response. (ChatGPT, Google Bard,

Bing Chatll 22 M43 QIBXS 22 Hatd 2ot WY ABLE SEo
T= szE UBXs EPYULL AEXE ZSZE(R2)S 2200 Mo
QIBIs MEO| HAE My = Q0 M0 e 2¥ SS oS & =
ASLICH 13 TS O 22 DEDES 4510 MR SUS NUGHH =X
g & L)

GenAl chatbots are built on Al algorithms called Large Language Models

(LLMs). LLMs analyse a large amount of training text to predict the
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probability of the next best word in a sentence given the context. Just as
Google offers to autocomplete your search, LLMs autocomplete repeatedly
to form words, sentences, and paragraphs of text. (MAE B Xs HR2
A2 o 2E(LLm)oletl 2ele 23Xs ZelE2 JIetez &L,
LLM2 g2 shs S

Hgist 202l &&= H=LICH Googlell HME K= 2tdote AXHE LM
& L oets FSELIC)

LLMs have been further trained on ideal human written responses to

prompts, and on survey results, about which responses sound most natural

or best mimic human dialogue. (LLM2 ZSZE0 O OlaAQol ol2t =M
& L JE NAAEAHLE 212H9] TS E I & Reicle S20l s 82

=2
o
A Z2LE DB 2 FIt stsH &Ll

R

)

What information is used to generate the response |
receive? (LHJI &t2 SES MH5t= O 0HH 2t AIEE
LIR?)

As GenAl chatbots output the next best word based on the text contained

in their LLMs dataset, the source, quality, diversity and any bias of that text

will determine the responses received. (MAE 01z Xs HE2 LLM GIOIEA!
O] Z&tel BIAEZ JIBIO2 (822 H§st ¢oiE &2olB2 1) HAEQ

— —/ o — o I = R — =
=X, 32, Ugd & Had0| 22 2gsS ZHELIt)

0ol

Generally, the text used to train GenAl comes from various internet sources,
such as webpages, online books, and social media posts. There appears to
be limited New Zealand legal information in the training text, and to date
the training text does not include a significant body of New Zealand cases.
This impacts the accuracy of any legal information a GenAl chatbot may
provide, although legal information on the internet, such as legislation and

some legal commentary, may form part of the dataset. (Yt O=2 MHE QI

Shs stsll AIEdHeE 9AE= EHOIK, 2ctel X, &8 00N HAI=S &
2 et gy SXMUlA JIdsUC. sfs HAEN:sE =Ed= B8 20t



o2 FYULICL 0l M4E AZXs HE0l HMIY + Us BB F2O I
S0l PSS 0IX0, EUS HE MR BE U UL YE &)= GlOIE
dol Yeg aE & USLICH)

GenAl chatbots cannot distinguish between facts, inferences and opinions
contained in its dataset. This means that text generated by GenAl chatbots
may contain incorrect, opinionated, misleading or biased statements

presented as fact. The training data used by some chatbots may also be

t of date. (M&E QZXNs X2 CIOIHAN ZSE MY, FE & JAS
=g = ASLL. Ol dd8E 23Xs R0 ddst HAEN AIAZ HAl
= ZXR&, A0 Z2gE, Qo2 AKXt Ue = dge d=0] 2gE = U

GenAl draws on data that has been previously inputted by users. That
means it may, depending on the platform and privacy settings, retain
anything that users enter as prompts. (M&& SXsS AFEXIE OI1X0 &
et HIOIEHE #E&gLIt. Ol Ss3 HIEE 2830 et Al ESXE 25
TEZ Qs 2E W82 |XNE = 2
In terms of bias and harmful or dangerous information, algorithmic
countermeasures have been employed to reduce the chance that such data
ends up being used in GenAl chatbot responses. However, these
countermeasures do not eliminate the risk of biases or harmful or dangerous
information being included in responses. (H& % [oidtHLE &S F20
ZHolAd= A8 OIOIEHIE Mdd 23 Xs MR SH AEE JtsdsS =017
flof geI&E S0l MEZ/JASLICH el 0lddet S22 B3y =
= )

=ofiotHLE ?Iget 20 SEU Z82 FAS= HHOHA &

Why am | receiving incorrect information? (2§ &= dAHE
% I:ll- OILl_R’?)

As GenAl chatbots base their responses on probability—derived calculations
about the next best word in context, they are unable to reliably answer

questions that require a nuanced understanding of language content. These
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tools have no intrinsic understanding of what any word they output means,

nor a conception of truth. (M&& 2ZXs MRS ZUUHA S22 ItE A
Stst SO0l THSt & DIBh Haol et SE2 MAH6I22 A WEol st
OI2st Oloiot 2R H2Z0 dzg = U= EBS M3 = ASsULL 0 &
= Eg¥ole ¢ 20IL MAN st JHgES 22X82o=s 0|dioHAl =&
Ct.)

GenAl chatbots are known to produce false information that may appear
true — this is called “‘hallucinating”’. In the legal field, this may lead to
GenAl chatbots making up non-existent cases, changing facts, and
producing incorrect citations. By their very nature, LLMs will produce

answers that sound convincing even when they are entirely fictitious. (A&

olEXs MRS MAXE 2Ol HY HEE MHole A2 AN UsU
Ct. 0|2 "&2"0lct) S LICH EHE S0tiAs MAd oZXs HEO0| =ot
A 2= AHHIE HS0HU LD, AtAE HEotH, &XE s8s M-de = Asu
Ct. LLME2 22X 22 2Mo| o2& FR0UE: 58 Ues s ML
Ct.)

What are some tasks that GenAl may and may not be
suitable for? (M&& QIZXs0l Hggg = U HESHXA
US > Y YRE 2A0IKY)

GenAl chatbots are trained to recognise and reproduce sophisticated
patterns in the form of language so they are best suited to natural language

processing tasks. These tasks include summarising text by making it shorter

or changing its tone or format; and generating new text in a requested

format. (M&E Q3Xs #HR2 AN U2 FWE IHES AIGHD THAAGE
CS SsH¥e2: AA0 Xl HEo Jrd REELICH Oldet Hgil=s &
AEE Q%0 O A BHSHLE XL SAlS BZole A REE A2
N EIAES Mdots A0l ZELICH)

GenAl chatbots have been trained on large datasets containing extensive

knowledge. This means they can often provide useful information about a
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certain topic and answers to specific questions. However, when used for
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et
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these purposes it is important to remember that GenAl

‘hallucinate’” and provide incorrect or inaccurate information. (M&& ClsSXs
M2 ZHAst XNAS Zeote A2 HOIEHACSZ stsH/AsULT. 0l S
& =Mool Gt ==s 22 S8 Z20 et E8S M3g = /UASS 20|
LICH. dHL Olelst S22 AIESE i M489 o3Xls R0 'st2'g d
O HRE F= RHES FEE M3 = U822 JlYdte A0l SRELICL)

X
Multimedia—generative Al (ZEIDICI0 MAE 12X S)
Multimedia—generating Al, such as DALL-E, Midjourney and Stable Diffusion,
have emerged alongside text generative Al. These tools have been trained
so that the algorithm can best predict the patterns and styles associated
with different multimedia forms and their text descriptions. They are then
able to generate new multimedia (i.e. images, audio or video) that is similar
in style and content. (DALL-E, Midjourney & Stable Diffusiondt 22 ZE|0]
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This technology allows for the creation of multimedia that appear authentic
but are fake. These multimedia are known as ‘deepfakes’ and can be
defamatory or spread dangerous misinformation or disinformation. Concerns
may arise over the authenticity of multimedia when used in evidence. (0| DI
=2 MM SO0IXKIeH JbRel HEIOICIHE Mg = UA SLICH OlHe Z
EIOICIH= '€HOIR2'2 AN ULH, TUHE FEStHL RS o EE
LEEE HEE = LICH. SHZ A EE [ ZEIDICIHS &2 R0l CHet

> Us
Lot MIIE = ASLICH)
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How do | protect myself from privacy and security risks
if using GenAl chatbots? (MAE QZXs HEZS AIEE

i JHIEE B ¥ 2o AEL=RH AlE ESoldH
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The Ministry of Justice has recently completed a Generative Al Security and
Privacy Review for the courts. It notes that the technology is evolving at
pace, with risks in adoption of GenAl chatbots likely to evolve. There are,
however, known current risks. Suggested approaches to mitigating these
risks have been included in the above guidelines. This information will be

updated as further risks or mitigation strategies are identified. (HR282=

HES R ddd ¢EXNs B € HUEE 25

Jl=2 e Zdot) UALH M8 eE3ls 2 Tl OHE Agk: &€&
g Jtsd0l JEs AsELICh deltt &M €& /g0l JAsLIth Olde #
g2 2atot)| P HetE Z2 A0 fI2 Jtol=ctelo EEEHUSLILH =
b RIF0ILE 23 Me0] =elg® 0] E2= YHUOoIEE ALLICH)
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1 Introduction (2JH)

Artificial intelligence (Al) systems pervade modern life and are already being used
in courts and tribunals, both in their administration and to support
decision—making, and by the legal profession. An understanding of Al is becoming
increasingly important for judges, tribunal members and court administrators. It is

also important in the context of statutory interpretation.1 (21 Z2XIs(Al) AIAEES S

>

MEHN Zcl HA UM 0I0] HEY HEANA HE 2 SJAF 2E X0 ALEE LD

O HXANAE ArSEHLD ASLICH A0 Tiet Oloi= EtAH MEa 2d3 & 8E

$0

Ze| oA EE O SQHX LD UASLICH £5 8 Hado WAWAME SRELICHT)

This guide sets out the key challenges and opportunities that Al and automated
decision—making present for courts and tribunals. It draws on legislation, case law
and rules in a range of jurisdictions. The guide is not intended to provide an
exhaustive analysis of emerging technologies, Al tools and the courtroom. Instead,
it overviews some of the ways in which Al may be incorporated into domestic
courtrooms and analyses some associated benefits and risks. Given that
technology continues to evolve, the guide starts with the function and purpose of
the technology and its impact on foundational values which underpin the judicial
system. (0l JI0IE= Al ¥ XtSatE AF Z2F0I HR_D HEAU HIISteE =2 DA

ot JISlE gLt Ohs 28 A9e 8HE, tdl ¥ AAS JIBeZ gLt 0

J0IEE ME22 Jl=, Al &7 & 8E0 e 22X 2A4S M3otei=s X0l Ot L
Ct. THaD ADE =2 EEO SEE = A= E I 28S Hs82z &3ot) 23
F IO OB fIgS SAELICH JI=0l A 2ol et Jt0lE= Jl=2l Jlish
S LAY AAES FE2EGSt= Jl2 JHXIol 0IXls 282 G0 AsLT)

The following section introduces common Al terms and techniques, ranging from
older tools, such as expert systems, to more recent developments in machine
learning. Section 3 then outlines common areas of Al use by the courts, or by
parties, lawyers and legislators where that impacts courts and tribunals. Section 4
discusses how Al tools, when used in the courtroom, impact on the core judicial
values of open justice, accountability, and independence, impartiality and equality

before the law, procedural fairness, access to justice and efficiency. These values
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interact and often overlap with one another, including in the context of Al tools.

Yet, they are useful guiding points for understanding how Al systems have the

capacity to impact on the courts, tribunals and judiciary. (C+& AENM=E ES2IF Al

A 22 e EFUNMREH =22 JIAH &5 OHZ0l OIZ2JI0tK LAl Al &
E~

IHEELICH 4@ 30lMA=s B&, AL, B A & LEHXO S0 THE A

1 For example, in the recent case of Thaler v Commissioner of Patents (2021) 160
IPR 72; [2021] FCA 879, Beach J found that an “artificial intelligence system or
device” can be an inventor of a patent, opining that “[w]e are both created and
create. Why cannot our own creations also create?” at [15]. This decision was
unanimously overturned in April 2022 by the Full Court of the Federal Court of
Australia in Commissioner of Patents v Thaler (2022) 289 FCR 45; [2022] FCAFC
62. (€ =0, =2 Thaler v Commissioner of Patents (2021) 160 IPR 72; [2021]
FCA 879 AtZOIIA Beach ZHAl= "I&Xls AAE L= EX'JF Sole 20t 2
2 AT HHESH "[fele RF FEADD FXELUC A 229 X IS >
ot

SLI?'2t ofAS NMAIRSLIC 0f 2E2 20224 438 == g HE2 MA ©

FCR 45; [2022] FCAFC 62.]

2 Common Al Terms and Tools (ZEHEQI Al 0 & &)

2.1 Artificial Intelligence (Al) (21 ZXI=(Al))

Al is a broad umbrella term with no single meaning. Originating in the 1950s, it is
used loosely to refer to many different areas of computer science, such as
machine learning, computer vision, natural language processing, speech

recognition, robotics, expert systems, and planning and optimisation.2 (Al= &g 9
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The term ‘Al’ commonly features in social and cultural debates in relation to ethics,
risks, regulations, human rights and the future of humanity. Al is often understood
as machines displaying human-like intelligence,3 yet that is not exactly accurate.
Computers can perform various functions, but it does not mean they are
‘intelligent’ or self-aware about their operation. It has also been argued that Al is
not ‘artificial’ because it is made from natural and human resources and depends

ez =d, #AE, A,

2
rr

0
o
Ja

on wider political and social structures.4 (Al2tle 2

eldl 2 QI=ROl Olchet 23E Aleld & 2t =duA U= SEELIL Al S5

The terms ‘complementary’ or ‘augmented’ rather than ‘artificial’ intelligence thus
might be more suitable to describe the phenomenon if our goal is to create
systems that solve problems that are difficult for humans rather than to duplicate

human intelligence.5 ([etd K212 SEIF 212t XIs= =2HMol= 210l otLlet oIzt

A Oed2 2HE oiZots AAES BE= W02t 'UZ3HQ XNsEls 'B2H
o' £= 'BYE Nsllets 800t 842 £FHote O O HEgE = USLICLD)

The OECD originally defined an ‘Al system’ as “a machine—based system that can,
for a given set of human-defined objectives, make predictions, recommendations,
or decisions influencing real or virtual environments”. It noted that ‘Al systems are
designed to operate with varying levels of autonomy’.6 Other bodies define Al
differently. A recent Discussion Paper on Safe and Responsible Al in Australia,
from the Commonwealth Department of Industry, Science and Resources, defines
Al as “engineered system that generates predictive outputs such as content,
forecasts, recommendations or decisions for a given set of human—-defined

objectives or parameters without explicit programming”, also noting that such
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Due to the lack of a robust definition in Australia, the Asia—Pacific or
internationally, the meaning of the term Al is contextual and may be defined
differently in legal instruments,8 policy settings, or in contracts as part of a
description of goods or services. Thus, legal reqguirements, contractual promises
and dialogue that refer to Al should be understood and interpreted with reference
to how the term is used in the specific context. (£3, OtAIO} EHE S L= INH2
£ ANS HOOI I 20 Al2te 202 20l A0 et G20 8 24, &

o EY e o3 E= AL 232 222 U2 d2E = USLICH TetA AIE

2.2 Expert Systems and Traditional Programming (8 2J} AlA

S 2 SNl Zz)Y)

=<
Expert systems apply knowledge provided by a human expert in a domain, such as
law, to make predictions, recommendations or decisions based on that knowledge.
A process in the expert system can be automated using a series of explicitly
programmed steps such as so-called ‘if--*then--+" rules or using a series of logical
statements to create a ‘rule-set’. The former can be expressed visually in the form
of a decision tree, where the available choices are referred to as ‘nodes’. Figure 1
is an example of a decision tree which determines whether a person can vote in
an election in a country in which the only requirements are that the person is over

the age of 18 and a citizen of that country. The latter, logic programming, allows
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computers to draw inferences from given facts and relations. (8 2JF AIAEHIS HE
Zot oY XIAH Jlgtet 0l =,
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2.3 Automation (Xts3t)

Automation refers to the degree that a system acts without human intervention or
control in some domain. The concept is neutral as to the technical means through
which automation is achieved. Automation and Al are hence overlapping, but
distinct, concepts. The operation of the term ‘automation’ in practice can be
illustrated with reference to the levels proposed by the Society of Automotive
Engineers for automated vehicles (see Figure 2). The scale begins at zero (no
automation, where the driver performs all driving tasks) through level 3 (conditional
automation, where the driver is ready to take control when notified by the system)
to level 5 (full automation under all conditions). (Kt&S3t= AIAE0 S8 SH WA
erztel JHolLt SH 210l Hsots EEE 20IgLIt 0 g2 AMssht €4&E=
Jl=X =H0l CHoll SEXELYLICH MtM Xis=2tet Ale dXls= HE0IXeH 28 = i
HLICH ANz 'Asstete 802 A=s2 Asst Sl et XSt Jl=A 8380t

2 &X). 0l E&= 00AM AIZELIC
(Ats3 elg, 28X RE 28 APS +dte ZR)0A ISHAH(ZHE IUS3EH Al

2

AHNAM ZES 22 I 2t SHE EHicte ER)E HHM 5

An analogy can be drawn, albeit imperfectly, with automation in a court. At the

lower end of the scale is a court in which all steps are considered and completed
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by trained individuals. This represents courtrooms prior to the advent and
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implementation of Al tools. Towards the middle of the scale is a court reliant on
some automated steps, such as automated e-filing, but which allows those
automated steps to be amended or overridden by a human decision—maker. This
represents many courts in Australia and other jurisdictions. At the higher end of the
scale is an entirely automated courtroom which generally, other than in exceptional
circumstances, operates without any human decision—maker. As described in
Chapter 3, such courts are being conceptualised and implemented in other
jurisdictions. (S2&otXICH B2 U332 g = JASLIC. HEQ otHlles 2
CHHIDOL S & JHel0 2ol Dl 22&l= HR0l ASLICH Ol Al E72 =8 &
-8 0189 #HEs UEetdUt. &9 S2ols s &8&A X

CEAHIO 2IZGHRIEE 212k SJAF 2E Xt of
J

= Y0l JASLILH Ol = & DI 2 99 @2 Ha3s LUt 2o o
CHols OiXQ &&= Mot 2etxoz Q12 SAF 2 A 80| 285 = 280l

Automation can also describe the extent to which humans are involved in the
system, using ‘loop’ metaphors:(KAIE3ts 'fFEX' 2R E AI20t0 QI12t0] AIAEN &

OtLt 2tHot=XIE €38 == UAsLIU

A

~—

*  Human-in—the-loop: A human can change each output of a system; for
example, a human must confirm a target before an automated weapons

system fires. Confusingly, the same term is sometimes used to describe

supervised machine learning (see below at Section 2.7) where data is
labelled by a human. (Q12I-2Z Ujj: QI2I2 A|AEQ 2t ZH35 HAE %

= RJ1 AIAE0l AR D] Mo el 2t

Jo
el
1]

=

= 0
QloioF &LICH SA8NE st S0JF MH= CIoIE Dt 120 2lof 20l
==

« Human-on—-the—loop: A human has oversight of a system but does not
need to confirm an action; for example, a human can stop an automated
weapons system from firing, but the system will otherwise automatically

fire. (QI2-2 I & QI210] AIABIS ZS5IXEE OIS =H0Is LR gl

o

I
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« Machine/Al/technology—in—-the—loop: This language is used by some who
argue that the human should be at the center of a process, with
technologies serving them. (IIAHI/AI/JI&-2Z W: 0 E0es 12t0] HEQ

&0 A0k otH JI=0l 0l XI&oi0F &0t =&ots LF AFHSH 2l

ArZELICH)

Other terminology that describes the relationship between humans and a system,
particularly in the context of decision—making, is between a system that makes a
decision and a system that supports a human decision—maker. For example, the
output of a system might be framed as a decision that is implemented (by humans
or by the system tself) or as a recommendation or input to a
human—-decision—-maker, who may take other factors into account in making a
decision. Sourdin uses the terminology of ‘Judge Al' and ‘supportive Judge Al' to
articulate a similar distinction between Al that replaces a judge and Al that plays a

role in decision—-making processes. (50l 2JAI Z2AQ WA QI2t0F AIAE 2+9
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KIFAE EAL Al'ct

Where there is no external intervention, control or oversight of a system (by a
human or by another system) once it is put into operation, the system can be
described as autonomous. However, this does not imply that no person has legal
responsibility for harm caused by such a system. Even an autonomous system has
human designers, promoters, sellers, owners and users who might (depending on
the circumstances) be legally accountable for its actions. (AIAEO0| A D] Al &St

= 22 Y, SH L= 2=(22 E= OE AIAHM 28H0| ele B2, Al2gE2 I

E80lctd €8 = UAsLICH Lt 012101 e AIAESZ Qo st 1ldl o
Uiol OFR= XN HHS XA Eesle HS 20loth=s EsULt. SX0 XAE AAE
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The term bot refers to an ‘agent’ that acts autonomously usually in order to mimic
a human. Such an agent can be some lines of computer code, such as the
automatic email replies that are sent out on behalf of employees on annual leave.
Bots are used on social media platforms to generate social media content by
automatically re—sharing content from other social media accounts. Some bots can
be useful by automatically sharing certain information, such as statistics or scores
from sporting matches. However, bots can also be used to spread disinformation,
deceive or impersonate humans. In some jurisdictions, there are laws regulating
social media bots - see, for example, the Bolstering Online Transparency (BOT)
Act SB-1001 in California, USA. (R0lcte 0= LEtHO=Z QI2tE 25| <ol

ANEHCZ dsct= 'HIOIME'S LIEIELICH Olde OoIdEE=E AXt |It 52 A&
AL

2.5 Rules as Code (RaC) (ZEZAZS &)

Rules as Code (RaC) is a public sector innovation, which involves a preparation of
a machine—consumable version of some legislation. The term
‘machine—consumable’ implies that the rules are written in a way that they can be
processed directly as rules by a computer. This can be done using a computer
coding language or by using one of the platforms specifically built for this

purpose. For example, Austlii’s expert system platform Datalex allows legislation to
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be re—written in a machine—consumable format so that it can be queried through a
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chatbot. RaC is not appropriate for all legislation and is most useful for rules that
involve a calculation, prescribe certain kinds of processes (such as a compliance
process) or involve simple ‘if-then’ rules to determine matters such as eligibility for
a benefit. (ZEZAHS #E(RaC)2 LT YES JIHI AHIE &= U= HES FHISH

3 & AUt DA AHIE = As'0lcte E0HE #E0I ZHREO 2l

As with other expert system techniques, machine-consumable rules can be written
by lawyers or others without previous experience in computer coding. While RaC
projects are conducted by the public service and do not directly involve courts,
there may in future be implications for statutory interpretation and administrative
decision—-making. We therefore discuss RaC in section 3.10. (Ct& & &It AIAE Dl
42+ Or&OEX 2, JIHDEH Al = A= A2 B DY FE0| 8l BSAtLE T

AHES

-

uin

o ool HHE = USLICH RaC Z2HEE= 3 MUIAN 2o &

IS
o
o
ikl

M2 Zgoltkl EXE, Olcdhoi= & ol L dEH A 20U Se=S
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=
]
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2.6 Algorithm (Z12|&)

The concept of an ‘algorithm’ pre-dates the first computer and was named after a
ninth—century mathematician, Muhammad ibn Mtsa al-Khwarizmi. The term refers to
set of non—ambiguous steps used to solve a class of problems or perform a class
of computations, turning inputs into outputs. Thus, while computer programs are
examples of algorithms, a primary school child doing long division is also using an

algorithm. Despite its broad meaning, the term in popular discourse has recently
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come to be identified almost exclusively with machine learning algorithms. (212
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2.7 Machine Learning (2| &t&)

Machine learning is the most well-known sub-field of Al research. Machine learning
involves a model whose parameters are set through an algorithmic process to
reflect data or specific experience. Machine learning has been incorporated in
systems and software to solve a range of problems too complex for expert
systems or human decision—-makers. The system is said to ‘learn’ because its
performance improves as it processes data or experience. Yet, machine learning is
not the same as human learning. A child only needs to be shown a few pictures
of a cat to understand what a ‘cat’ is and identify other images that are cats.
Computers can be trained to do the same classification exercise but will need a
far larger training set. If the training set is too small and the number of features
too large, then a model generated by a computer as to what a ‘cat’ is may
‘overfit’ the training data, rendering it too specific and therefore useless in
classifying new data. When it is shown a cat of a different color, for example, it
may not recognize it as a cat because the system has already assumed that ‘cat’
is associated with the color of cats in its training set. Human learners and
computer ‘learners’ may thus be good at different tasks. (I1H st&& Al 2322 It
o & 2 oft?l SO0rLIH JIH &2 OoIEL S8 s Btdot)| fIof &1

c&H LHE=S Soll i Bt 285

= 22 ZeELIC DI
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The use of machine learning for classification and clustering is best illustrated
through the example of the discovery of legal documents. Suppose we had a set
of electronic documents and wished to work out which were discoverable in the
context of particular litigation. This can be done in several ways (a more
comprehensive description of actual practices can be found in section 3.1
Technology Assisted Review and Discovery; this example is intended to be

illustrative only): (J1H &&2 AIES 88 % ZES2 AIE2 BHE 2A 2A2 WE

1. Mode 1, no automation: A human, usually a paralegal or junior lawyer,

reads through the files and decides which documents are discoverable

given a known set of parameters. (25 1, A=3 S 22t BEE =HED}
T= =58 HIADF 22 240 28 Mg NEE D26t oM S A Dt

2. Mode 2, automation without machine learning: A set of fixed criteria (e.g.,
date range, list of words/phrases, file location, etc.) is used to decide
which documents are discoverable by having a computer system
automatically search through the files for documents which contain the
desired traits. (2 2, J|H && gle= NSsh DFE JIE NE: €W ¢
2, Ho/22 =5, It AX S)E ASoH0 BFH AIAHHO0 Jdte S4E
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Mode 3, machine learning: A human decides (or ‘labels’) which of a
sample (‘training data’) of the documents are discoverable. Criteria, such
as, for example, date range, list of words/phrases, and file location for
determining discoverability can then be decided. Rather than specifying

which criteria are necessary for discoverability, however, a machine

learning system can be used to deduce these based on patterns among
these elements in the human-labelled training data. The process may be
able to identify patterns beyond those that might have been chosen using

Mode 2. The trained model will use these patterns to categorize the

remaining documents into those that are and are not likely to be

=L A< .
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discoverable. (2 3, J|HA|

k>
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The process in Mode 3 is called supervised machine learning because the system

relies on training data that has been labelled (in this case, as discoverable or not

discoverable). In unsupervised learning, patterns can be found in unlabelled data.

For example, clusters of emails that use similar words and phrases could be

identified. Such a system might identify that there are (say) three clusters of emails

that tend to have similar language, length, and format. The output itself will merely

show that there are three clusters because the training data was not labelled; the

system will

clusters.

not be able to ascribe any meaning to the distinction between the

A person may look at the clusters later and conclude that there is a

group of emails about organizing meetings, a group of emails about sales figures,

and a group of emails about sales strategies. Such technigues may be used in an

exploratory way when seeking to identify documents relevant to litigation. (2= 39
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In semi—supervised machine learning, only some of the training data is labelled.
These methods are often used where labelling data is expensive and
time—consuming but unlabelled data is easy to obtain. Varying the above emalil
clustering example, one might label a small number of emails in the training set
and use these to assign labels to emails that are, through analyzing the labelled
and unlabelled data together, in the same cluster. (BtXI= &S0A= &8 GIO0IES
Z220et dlol=0l XIEELICH Olefst 282 GIOIEM diolE2S XI&Eot= O 8IS
AlZ2HOl 20l SXIEH dlol=0l NEEX &2 OOIEHE dHl 22 = s 20 U=
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In reinforcement learning, the learning occurs through a reward function that
provides feedback while a system interacts with its environment so that the system
can improve its strategy over time. For example, a system may learn to prefer
moves in a game of chess that have, in the past, ultimately led to a victory.
Reinforcement learning is often used where success depends on a series of steps

(as in the chess example) rather than on making a series of discrete
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There are other contexts in which different machine learning approaches are
important. One such approach is continuous learning, also known as lifelong or
continual learning. Continuous learning occurs where the system continues to be
trained — and thus to adapt and refine its performance — after it is already
deployed in an operational setting. In continuous learning, the training and
operational phases are thus not distinct. In Figure 3 Continuous learning, a
machine learning model is initially trained using training data, perhaps from historic
cases with a known outcome. After it is deployed in a real-world setting, the
system is wused on input data, vyielding output data that has real world
consequences, for example, making decisions that affect individuals. Data
continues to be collected on what happens in those real cases and this
information is used to further refine the machine learning model. In that way, the

system will continue to learn while it is being used. (C+2 J|H && &2 220 =

E YHELICH &M AtcloiA 2dots Lol Uit Oole=s AL =8E0 0 2=
JIH sts 29E FIt2 MEoti x&ote O MSELIL. 8 422 AIAE2 ME

The more technical explanation in the remainder of this section 2.7 can be skipped
for those less interested in technical detail. (0| A& 2.79] LIHXI E20A o Jl=

Mol 482 Jl=H ME AL 2 240l ANEES fldl AHE = ASLICH)
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2.7 Machine Learning (1A &&) H=

An example of a simple model is a linear model. This assumes a simple

relationship between two variables (say x and y) where we assume that y = mx +
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b (where m is the gradient of the line and b is the point of intercept with the y
axis). In machine learning, an algorithm is used to train the model. In the simple
linear example, the system deduces the values of m and b that best fit the training
data. Of course, the models used in machine learning are diverse and usually far
more complex than a linear model. This section describes two examples of
machine learning models. While decision trees (see section 2.2 Expert Systems and
Traditional Programming) can be programmed into a computer, they can also be a
very simple machine learning model. In such cases, the machine ‘learns’ the
labelling and/or outputs associated with the tree’s branches. As in all machine
learning models, the output is only as good as the input data (see section 2.9
Garbage In — Garbage Out). So, for example, while one could ask an expert to
write a decision tree to identify those eligible to serve as President of the United
States (natural born US citizen, at least 35 years old, resident in the US for at
least 14 years), an attempt by an Al system to learn this from historic data could
suggest alternative requirements such as being male, over 40, and not being from
Alaska. (2tctst QA Ol A8 REYLICH Ol & B2t y) 242 2+HHs& 2AAHE
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Garbage In — Garbage Out EX). 0IE S0, 8ZJt0AH Ol= S
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However, there are circumstances in which machine learning can be used
constructively to build a decision tree. For example, Ruger et al used a decision

tree  machine learning model to predict the outcome of US Supreme Court
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decisions, achieving greater accuracy than human experts. (DLt J|H &&5S Al
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Neural networks are another, much-discussed, example of a machine learning
model. The model is inspired by the operation of the human brain (comprising
neurons connected by synapses) but the analogy is imperfect and modern neural
network techniqgues operate quite differently from a human brain. As an example,
neural networks can be used to translate handwriting into a text document by
recognizing each letter or number (see Figure 4 Using a neural network to identify
handwriting). The neural network will, using training data, make and weigh
connections (including factoring in offsets and activation thresholds) from the
handwriting (the input layer) in the hidden, intermediate levels that represent
components of letters and numbers which, when taken together, represent a
particular letter or number (the output layer). (&3 %2 J|

Ol =2 OMYLICH 0 2EE 212t9 L(AlEAZ HHEE RE2 F4)9 HS0HA

2.8 Generative Al (MAEH Al)

Al can be used for a variety of tasks. Thus far, most of the examples discussed
involve tasks such as classification (e.g., a document is classified as discoverable
or not discoverable, images are identified as cats or not cats) or clustering (e.g.,

—

emails are grouped into those with similar features). (Al= Ct2F
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Generative Al is used to describe an Al system capable of generating ‘content’,
such as text, images or music, in response to prompts. Examples include Google
Translate, ChatGPT, Bard, and DALL-E. The most commonly discussed type of
generative Al in the legal sphere are those generating text based on large
language models (LLMs). These perform tasks such as answering questions and
writing text in formats traditionally used by humans such as essays and poems.
Generally applicable LLMs, such as GPT-4 (used in ChatGPT), can also be tuned
to operate more effectively in specific contexts, such as law. There is a technique
in using these tools well, with the ability to write high—quality prompts (associated
with more useful outputs) an increasingly marketable skill. (MAX Al ZEIZE(
Sgot BAE OI0IX = SYdW 22 'BEH='E M48g = A= Al AIAES &Y
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Those interested in a more technical understanding of generative Al, and LLMs in

particular, would need to look to: (MAX Al, 5l LLMOI st O 212l OloHl
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1. Neural network machine learning. We have provided a high-level
explanation in section 2.7 above. LLMs are trained on large volumes of

text, for example, taken from the Internet. Training a model may involve a

o

combination of unsupervised, supervised, semi—supervised an
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reinforcement learning. (&A1& 2 D] #
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2. Natural language processing. Natural language processing, often using
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machine learning, can recognize, process, and analyze languages, and
convert them into another form, such as audio to text. Briefly, ‘since
language is contextual, statistics are used to work out the probability of
words appearing near one another in a text’. These techniques are used
inter alia for translation, chatbots, search, and text generation. (XtHO X
cl. A0 Xele &3 JIH st&5S ALEotH HHE 214, XMl & 24otl
OI2 QUM HAES 22 C o=
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3. Transformers. This is a model architecture that relies on an ‘attention’
mechanism, which are mathematical techniques to identify relationships
between distant data elements (such as words in text). Without getting too
deep into the technical mechanism, this architecture is good at inferring
that ‘it’ refers to ‘cat’ in “The cat drank the milk because it was hungry”
whereas ‘it" refers to ‘milk’ in “The cat drank the milk because it was
sweet”. (ERHAIMH. 01X 'HHEIE" HALISH 2AEst= 29 OIS HZ,
Ol= © OIOIE 2A(0: SAES i) 2t2 ZAHE Addt=s +=stA J|=Y
LICE. Jl=& HAHUSH WS 20l SOHIHN Z10& 0 O8I = "1D20lot
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4. Generative adversarial networks or GANs. This involves a feedback process
whereby systems provide feedback to each other. For example, one
system generates a fake image of a person, whereas the other seeks to
‘detect’ whether the face is real. By running both learning processes in
parallel, performance improves. (M&A HOf AZY L£= GAN. 0l= AAE
Ol AMZ20I LEME MIBote LIEW Z=ZAHAE ZEESLICH HE S0, &
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The ability to generate text, in particular, has led to questions about the usefulness
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advice, etc.) as well as summaries and translations of such texts. Readers may

wish to play around with generative Al tools to gain a sense of their capabilities.

One can also find worked examples of what can be done in terms of, say, drafting

documents in a (hypothetical) litigation online. (53] S®HAEE MAH5t= s YA
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Like other Al systems, generative Al systems based on LLMs have limitations.
Some of these are discussed in the remainder of this section 2. One important
point to bear in mind when using these systems is that the outputs are based on
patterns in language and resulting predictions identify what word might come next
in a particular context. If you ask ChatGPT to complete the sentence “The cat sat
on the ---”, it will output “mat” not because it has observed cats sitting on mats
more frequently than on chairs, but because it recognizes the pattern and the fact
that a sentence beginning in that way ends in “mat” more often than not. The
outputs of generative Al systems might sometimes be true statements, but there is
no guarantee that this will be the case based on how these systems function. In
particular, there may be no ‘truth filter’ or source—checking, despite outputs that
might suggest otherwise (e.g., “Yes, that is correct”). The term ‘hallucinations’ is
sometimes used to describe outputs that suggest something is the case when it is
not or where a non—existent source is cited. Those attributing sentience to tools
such as ChatGPT fundamentally misunderstand its nature. There are also significant
risks in relying on LLMs. (CI2 Al AIAED DI&IJIXIZ LLMSE DJIBtO 2 8 MAHA A
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2.9 Garbage In — Garbage Out (M| & — MYD| =)

The reliance on data in machine learning means that the accuracy and reliability of
the outputs generated will depend on the integrity and appropriateness of the
training data that is used. If, for example, data collection was patchy so that it
was systemically skewed, then the system will learn the same skew. When Amazon
built a recruitment machine learning system that was trained based on data about
its existing, largely male, workforce, the system ‘learnt’ to reject applications from
women. Generative Al systems might similarly assume that a photo of “engineer”
should be of a male given that the dataset from which a system is likely to be
trained would reflect the currently male-dominated engineering field. This problem
is often neatly summarised as ‘garbage in — garbage out’. Conversely, training
LLMs on reliable sources (such as textbooks) will increase the reliability of the
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The term ‘bias’ is used in different ways within different disciplines. We look first
at legal ideas about bias, then at technical bias. (H&0|ct= 0= CtZst Z OO
N st Aoz AZELICH fele HH HE et H8 O0ICIHE AHE US
JlEsX HEs dHSUI)

Lawyers’ concerns about bias do not relate to purely technical concepts, but rather
to unfair treatment of the kind that discrimination laws have traditionally dealt with.
Such unfair treatment can arise through the application of machine learning, either
due to the model itself or through the data that the model is trained on. Eckhouse
et al produced a useful framework through which to understand the ways in which
bias may infiltrate an automated process (Figure 6). (HSAIS2 HEW st =
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Eckhouse et al suggest that the fairness of each level is dependent on the ones
beneath it. The top level in Figure 6, ‘Model’, involves the Al system itself and
whether it contains any inherent discriminating functionality. The middle level,
‘Data’, incorporates the bias which can arise when the data used to train the
automated system is itself infused with human bias (see section 3.4 Criminal
Sentencing and Risk Assessment Tools). The lower level, ‘Concept’, relates to the
underlying conceptual issues with the use of automated systems generally when
determining the rights and interests of persons or parties to litigation. This
foundational layer includes questions around the proper or fair way to make

decisions about an individual based on aggregate or group data. (Eckhouse £
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Bias can also have a technical meaning that is conceptually distinct from ideas of
fairness or discrimination. In machine learning, ‘inductive’ bias (bias that arises
through generalising from a sub-set of data) is inevitable. If we consider a set of
data, there will be more than one rule that can explain that data. For example, the
pattern 1, 2, 3 could be explained by counting, but it could also be explained by
the rule ‘if the number is less than 10, add 1; otherwise add 2'. One needs to
make assumptions (for example, that the rule should be simple or that a
relationship is linear), constituting inductive bias, to choose among the different
things that might be learnt. When choosing machine learning models and
algorithms, one is also choosing the nature of inductive bias and thus what kinds
of errors are preferred. This is often done quite deliberately — for example, a
government developing a machine learning system to classify threats to critical
infrastructure may be more concerned about false negatives (threats classified as
low when they are actually high) than false positives (threats classified as high
when they could have been ignored). (H&& Z&E& L= L2 HEH HERC=Z
gz JI=H 2018 JHE =% JUSLICH JIH SS0AM 'HER BHE(HOIE o<
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When people with different disciplinary backgrounds discuss the term bias — for
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example, in the context of expert witness testimony — it is important to be clear on
the sense in which the term is used. A data scientist may be talking about
inductive bias whereas a lawyer may be concerned about fairness. The two
concepts do intersect — for example, inductive bias that ignores ‘outliers” may have
negative impacts on minority groups. However, bias is not a purely algorithmic
phenomenon, and a machine learning system may be unfair not because of bias
introduced through a choice of model but rather through bias in the training data.
Al systems may also be used to expose human biases which might otherwise be
undetectable or unprovable. (& =202 AR S0l BHE0lcte EHE =2 M, WS
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2.11 Technological ‘Black Box’ (J|&=X= ‘gaHetA’)

A technological ‘black box’ refers to a situation where the inner workings of some
technological system are unknown or hidden. Even if humans can sometimes
understand the inputs and outputs of a technological system, were they to view
the inner workings of that system, they might find it incomprehensible. Accordingly,
the person does not verify the integrity of the process used by the Al system to
arrive at the output from the input. An explanation of connections in an artificial
neural network is as unhelpful in understanding the system as is a
neuron—by—neuron description of a human brain in understanding the reasons for a
complex decision made by a human. This has led to interest in ‘explainable’ Al.
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2.12 Explainable Al (&Y JIs8 Al)

Explainable Al (XAl) is a sub-discipline within Al which seeks to ‘explain’ Al and
overcome the black box problem. Researchers in XAl focus on developing Al
models that can be understood and interpreted by humans and on generating
useable explanations of machine learning outputs. An example of an interpretable
model is a decision tree — it is easy to understand how a decision tree operates
to make decisions. ‘Explanation’ refers to numerous ways of exchanging
information about a phenomenon, in this case the functionality of a model or the
rationale and criteria for a decision, to different stakeholders. An expert system can
also generate explanations; it is possible to observe this in action by playing with
some of the application examples on AustLll’'s Datalex system. (&% Jts8H Al(XAI)
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The kind of explanation ought to vary depending on the context of use as well as
the purpose of the explanation. For example, a consumer buying an automated
vehicle will want to know about road testing and how different features work: they
are unlikely to be interested in a live explanation of why the car adjusted slightly to
the left on the highway. On the other hand, a system used in administrative

decision—making should meet similar reason—giving requirements to a human
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making an administrative decision. Similarly, a detailed explanation, constituting
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verification, will be required for a system determining the results of an election.
Explanations may also be useful when humans are working alongside machines so
that they can Dbetter predict the behaviour of those machines. In some
circumstances, explanations are required by law, as in the case of the EU General
Data Protection Regulation. The audiences of each of these explanations will also
be different — with some having more technical understanding than others. (&% 9
SHFc ALE WEEOE OtLict €2 SAH0| WMt ZetoF gLt WE S0, Ai=sst Xt

g FlHots AHIAHEsE =2 HAER e JIs0l #Sots A0 ol 210 20
Ct
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2.13 Adversarial Al (HU&E Al)

Adversarial Al involves the creation of inputs to an Al system to expose its
weaknesses. These inputs are often created by slightly manipulating the original
data. An early example involved an image recognition system. It was trained to
recognize photos of pandas, but by slightly altering the pixels, the system was
fooled into thinking that the image depicted a monkey. Adversarial attacks can be
problematic when Al systems are used for security purposes, such as facial
recognition or autonomous vehicles, where misidentifying an object can have
significant consequences. (HH& Al= Al AIAEIS] 2XES S2iUf)| ol s M4

ot= XS EEELICH Oldde Y82 &5 = UIO0IHE 22t &6t HdELIth =
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Adversarial Al can be used to improve the robustness of an Al system by
identifying vulnerabilities. This process can be likened to ethical hacking in
cybersecurity, where experts test a system’s defenses to make it more secure. In
the legal field, adversarial Al could potentially be used to test the fairness and
reliability of Al-based decision—-making systems. (HU& Al FHAUBS AEHG0 Al
AMAES ADNEE &A= O AFZEY == JSLICH 0 HEZ2 A

S
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2.14 Natural Language Processing (K0! ™))

Natural Language Processing (NLP) is a subfield of Al that focuses on the
interaction between computers and human language. It involves enabling computers
to understand, interpret, and generate human language in a way that is both
meaningful and useful. NLP combines computational linguistics with machine
learning and deep learning models. Some applications of NLP include language
translation, sentiment analysis, speech recognition, and text summarization. (Xt O
HMel(NLP)= ZRE2 2128 AN 2tel A5 XHZ 0

=<
=}
S ZEEDL A2 02 0l YD REE LYACER O, HE L MY > USS

gLICH)

In the legal domain, NLP can be used to analyze legal documents, extract relevant
information, and even predict case outcomes. NLP tools can assist lawyers by
automating the review of large volumes of text, identifying pertinent details, and
ensuring consistency across documents. This can significantly reduce the time and

effort required for legal research and document preparation. (H2E& 20tHM NLP=
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2.15 Transparency (9 4)

Transparency in Al refers to the extent to which the processes and decisions of an
Al system can be understood by humans. This includes understanding how data is
collected, processed, and used by the system, as well as how decisions are
made. Transparency is crucial for building trust in Al systems, particularly in
sensitive areas such as legal decision—-making. (AIIA SHE2 Al AIAEIS TZA
A9 ZHE 212H0] Olaleg = A= EEE 20IZLICH WII0l= GOoIEIE AIAEN 2
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Achieving transparency can be challenging, especially with complex machine
learning models such as neural networks. Efforts to enhance transparency include
developing interpretable  models, providing detailed documentation, and
implementing robust auditing processes. Transparency also involves ensuring that
stakeholders, including the public, have access to information about how Al
systems operate and how decisions are reached. (EHAS 4ol A2 So| A A

H oBE RUNE OE 4+ USLD. STES LoD

2.16 Accountability (2 A)

Accountability in Al involves ensuring that there are mechanisms in place to hold
individuals or organizations responsible for the actions and decisions of Al

systems. This includes establishing clear lines of responsibility, implementing
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oversight and review processes, and ensuring that there are remedies available for
harm caused by Al systems. (AlIQ] HAMH2 Al A|AEC S ZAEU CHoll JHSIOlL
A U2 & £+ Y= HAHUS tgdole 2dg ZLEELICH Hoofes g

ctol 88, 25 2 HAE ZZ2MA 2, Al AIAESZ Q5 Toiol CHEH A2 2E0

ZH Ol
=]

o

In the legal context, accountability is essential to ensure that Al systems used in
decision—making processes do not undermine the principles of justice and fairness.
This involves regular audits, transparency in how decisions are made, and the
ability to challenge or appeal decisions made by Al systems. Ensuring
accountability helps to maintain public trust and confidence in the legal system. (&
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2.17 Ethical Considerations (22|& 1NZ{AE)

The use of Al in the legal field raises numerous ethical considerations. These
include ensuring that Al systems are designed and used in ways that respect
human rights, promote fairness, and avoid discrimination. Ethical considerations
also involve ensuring that Al systems are transparent, accountable, and used in a

manner that benefits society as a whole. (& =20t0A AlS A2 22 &2|&
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Ethical frameworks and guidelines are being developed to address these issues.
These frameworks aim to provide guidance on the responsible development and
use of Al, ensuring that Al systems are aligned with ethical principles and societal

values. Legal professionals must be aware of these ethical considerations and
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incorporate them into their practices to ensure the responsible use of Al in the
legal field. (0|48t 2HMHE oHZol)| ol Sl ZHA/AIA} X0l HEE D UASL
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2.18 Conclusion (ZE2)

Al and automated decision—-making systems present both opportunities and
challenges for the legal field. Understanding the various Al terms and tools, as well
as their implications, is crucial for legal professionals as they navigate this rapidly
evolving landscape. By addressing issues of transparency, accountability, and
ethics, the legal profession can harness the benefits of Al while mitigating its risks.
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3 Applications of Al in Courts (HRIWHAHS Al E&)

3.1 Technology Assisted Review and Discovery (Jl& XI& 2E L Z£#AH)

Technology Assisted Review (TAR), also known as predictive coding, is a process
in which lawyers use machine learning algorithms to identify and prioritize relevant
documents for review. TAR can significantly reduce the time and cost associated
with document review in litigation by automating the identification of relevant

information. (1= X2 FE(TAR) E= = DES HSAIF JIH && LD2ISS At

ol ZEE e EAE AMEotd 2 =2 AN&dote HELLILH TAR2 2& &
2 MBS USSotd AE50AM 24 ZBEQ 28 A2t BlES 30 22 = UsL

The process typically involves the following steps: (UAS LBIMOZ (I8 HHE

TZEELICEH)
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. Training the Algorithm: A human reviewer manually reviews a sample set of

documents and categorizes them as relevant or not relevant. This labeled

ot

data is then used to train the machine learning algorithm. (Z1el& &l

-

Hol

eIt HEXIN 2 2M NEE =322 FEotD 018 2 US L= 2
else2 2FELILH. Od O 0 diol20l NEE OOolEH= J1H s 21

2. Applying the Algorithm: The trained algorithm is applied to the larger set
of documents to predict their relevance. The algorithm assigns a relevance

score to each document, indicating the likelihood that it is relevant to the

case. (210cl& H&: Fg&E 2NelEs 0 2 M NEN HE5I0 24
£ H=SELICH 2nelds2 2 A0 Ul 234 HE+5 2906t e 2A

b Atellet 23 E JisdsS LIEFELICE)
3. Reviewing the Results: Human reviewers then review the documents with

the highest relevance scores, ensuring that key documents are identified

-
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TAR has been widely adopted in jurisdictions such as the United States and the
United Kingdom. Its use is increasingly accepted in courts as a reliable and
efficient method for managing large volumes of electronic evidence. (TARE 0=t
o 22 2g FA0A el HRAJUSLICH HRAUMA= e 85 SHE 2L
otJl <l
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3.2 Case Outcome Prediction (Atdl Z13H =)

Al can be used to predict the outcome of legal cases by analyzing patterns in
past case data. Machine learning algorithms can identify factors that are most likely
to influence the outcome of a case and use this information to make predictions
about new cases. (Al= tD1 Atedl OIOIE S IHEHES 2450 HE Atdlel 2UE WS

ot= O Ar2g = ASLICH JIH sts ghels2 Ald Zu0l oty 2 g2 012

- 110 -



IISH0l o= 242 AZatl 0f 22 ABOI MZ2 Ao e =2 &

= UASLICH)

02t
ot

Predictive analytics tools have been developed to assist lawyers and judges in
making more informed decisions. These tools can provide insights into the likely
outcomes of cases based on factors such as the judge’s history, the nature of the
charges, and the characteristics of the defendants. However, it is important to use
these tools cautiously, as they may also perpetuate existing biases in the legal
system. (015 24 TF3= BHS AR
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i

DAL BOH ZB0 2As ZHS Y & UCS

3.3 Sentencing and Risk Assessment Tools (8% 2 &8 H

ot &32)

Al-based risk assessment tools are used in some jurisdictions to assist judges in
making sentencing decisions. These tools analyze data about offenders and their
crimes to assess the likelihood of reoffending. Judges can use this information to
determine appropriate sentences and conditions for release. (22 && FAUM=
Al JIEt 218 8Ot =115 AE0ol0 ZtAtS] &g 2ES XL Olds == A
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Risk assessment tools can help improve the consistency and fairness of sentencing
decisions by providing objective data to inform judicial decisions. However,
concerns have been raised about the potential for these tools to reinforce existing
biases in the criminal justice system, particularly if the data used to train the
algorithms is biased. (18 ZI}I E3= &2 Z¥S 22|J| <ol 220 HOoIeHE
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3.4 Virtual Hearings and Online Dispute Resolution (OF&f A
3 & 20 2™ oi&)

The COVID-19 pandemic has accelerated the adoption of virtual hearings and
online dispute resolution (ODR) platforms. These technologies enable courts to
conduct hearings and resolve disputes remotely, using video conferencing, digital
document sharing, and other online tools. (COVID-19 T a2 Ji& H23 & 224
ol 22X oiZ(ODR) EHS2 S JISSIMSLICH 018 D=2 YAl stah 39,
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Virtual hearings and ODR can increase access to justice by reducing the need for
parties to physically attend court. This can be particularly beneficial for individuals
in remote or underserved areas, or those with mobility issues. However, it is
important to ensure that these technologies are accessible and that they do not

exacerbate existing inequalities in the justice system. (Jt& HE3 2 ODR2 EAA

3.5 Court Administration and Case Management (H& &i&d 4
AbA 22))

Al can also be used to improve court administration and case management. For
example, Al systems can be used to automate the scheduling of hearings, manage
court records, and monitor case progress. This can help to streamline court

processes, reduce administrative burdens, and improve the overall efficiency of the

justice system. (Al= B& X U AlH 22|E HHols IS A2 &= USLICH
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Automated case management systems can also provide judges and court staff with
real-time information about case status, enabling them to make more informed
decisions and allocate resources more effectively. (KtS3tEl At2d 22|l AAEES £
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3.6 Conclusion (Z2&)

The use of Al in courts presents significant opportunities to improve the efficiency,
consistency, and fairness of the justice system. However, it is crucial to address
the ethical, legal, and technical challenges associated with Al to ensure that its
adoption benefits all stakeholders. By leveraging Al responsibly, the legal
profession can enhance access to justice and uphold the principles of fairness and
transparency. (120N Al AFE2 At AAES SE24, 224 L STFLHS SAA

gt JIslE MBELICH delu Alet 2ae Eeld, 8A, D=8 2MHE
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4 Impact on Core Judicial Values (88& A JIXI0l CHst &

4.1 Open Justice (24 H&)

Open justice is a fundamental principle of the legal system that ensures that the
processes and decisions of the court are transparent and accessible to the public.

Al and automated decision—making systems can impact open justice in several

ways. (21 Mo Heo AXe Z2H0| HWS0H Yot &2 Jisot== B&6tes
HE A|AEDQ J|=2 AXIQILICH Al L XNE3IE A Z2F AAHS O JHX| galoz
ZOH THEY Z&r2 018 2 USLICE)

Al systems can enhance open justice by providing greater access to legal
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information and court decisions. For example, Al-powered tools can help to
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summarize court decisions, making them more understandable and accessible to
the public. However, the use of Al in the courtroom must be carefully managed to
ensure that it does not undermine transparency. (Al AIAE S HE AEQ H 2H

of et E2dE =0 S HEs g = AsLt. HE =0, Al JIg =72 8

OII

O CH=0l O Oloiohdl g0 828 = =S &= += UsLIb dd
Lt HEOAM AIE AIBote HE SZHS FAE0HA RS ASSHH 2telaior &Lict)
The 'black box' nature of some Al systems, where the decision-making process is
not transparent, poses a risk to open justice. It is essential to ensure that the use
of Al in the courtroom includes mechanisms for explaining and justifying decisions.

(2R BHO SUGIK LS LS Al AIAHO 'SHetA SHS 2 WO S =

cHETLICH EEUA Al AlS0lle 280 Uiet €80 3 HAHLISO0l ZSE00F L

4.2 Accountability (2 A)

Accountability in the legal context involves ensuring that individuals or organizations
can be held responsible for their actions and decisions. Al systems in the
courtroom must be designed and used in ways that uphold this principle. (2&
SO HAL2 0Lt ZX0I Xrale st 20 ol HYsS &2 = UAES ot=
AS Q0L HEOUA Al AIAEZ2 0] FAS FXotls HACZ AN AAZE0
Of &LICkH.)

To ensure accountability, there must be clear lines of responsibility for the
decisions made by Al systems. This includes ensuring that there are mechanisms

for reviewing and appealing decisions, as well as for identifying and addressing

errors or biases in the system. (HAAHS BHEGID| ol Al AIAEOl WHel= Z2F0
CHEt HEtst ZHQl 21010 Q/UOI0F ELICH Mol 23 Z2&E 2 &4 HAHUSS B
ot AIAEIS @72 e HES AlYHGHD olZots MHLISO! Z&ELICH)

It is also important to ensure that there are legal frameworks in place that define
the roles and responsibilities of those who design, deploy, and use Al systems in

the courtroom. These frameworks should include provisions for transparency,
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4.3 Independence, Impartiality, and Equality before the Law

(SY4, BFY 2 o %o HS)

The principles of independence, impartiality, and equality before the law are
foundational to the justice system. Al systems must be designed and used in ways
that support these principles. (S84, Sd4& L & 249 B39 JAI2 AEH AIAE
o JI=LLICH Al AlIAEZ 0ldet * &S XJote 2Aalez AT AMEZHO0E &L
Ct.)

Al systems can help to enhance these principles by providing objective data and
insights that can inform judicial decisions. For example, risk assessment tools can
help judges to make more informed decisions about sentencing and bail. However,
it is essential to ensure that these tools do not perpetuate or exacerbate existing

biases in the legal system. (Al AIAEIS AlYH Z2HS 2d2js H2X0l HIOIEHS &
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To support independence and impartiality, Al systems must be transparent and

subject to oversight. This includes ensuring that judges and other legal

professionals understand how these systems work and how their outputs should be

interpreted and used. (S84 Z2AAMHS XIotdEH Al AIAEI0| Yot =S &
OFOF &'LICH ODI0ll= THALRF DIEF HE AEI1JF 0128 AIAEI0] &=ots Al O
ZE20| A U A2 2HE OloHotE= ot= 240 ZetELIC)

4.4 Procedural Fairness (EXI& 23 A)

Procedural fairness involves ensuring that legal processes are fair and that

individuals have the opportunity to present their case and be heard. Al systems
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must be used in ways that support procedural fairness. (EX& 2A4H2 8HA HI}
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To ensure procedural fairness, it is essential that individuals understand how Al
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systems are used in their cases and have the opportunity to challenge or appeal
decisions made by these systems. This includes providing clear explanations of
how decisions are made and ensuring that there are mechanisms for reviewing and

appealing decisions. (EX& Z2AAHS SBEoIAS JHRI0] Al AIAEOl XAl AFHNIA

HEH ArEEI=X Olofict) Oledst AIARO0l el Z2F0 012E HMIIotHU eAag D)
2E = A0l SQEYLIOH AWM= 2E0 WadXl= L2000 et St 489S NS
ol 2F HE 2 g4 HIHULSS EFols A0l ZEELILH)

It is also important to ensure that Al systems do not create or exacerbate barriers
to access to justice. This includes ensuring that these systems are accessible to

all individuals, regardless of their background or circumstances. (Al AIAEI0| AHE

82 Y= S 24AIIX == ot A SELIC 6Jltls B0t &
20l 2HAIGI0I 2= JHRIO0I Olddet AIAEN #8288 = JATLSE Edcte A0l ZFELU

Ct.)

4.5 Access to Justice (AtE! E2A)

Access to justice involves ensuring that individuals have the ability to access legal
information, advice, and representation, and that they can participate fully in legal
processes. Al systems can help to enhance access to justice by providing greater
access to legal information and by automating routine tasks, reducing the cost and

complexity of legal processes. (AIEH 242 JHQI0l BHE HE, = & telolol &

For example, Al-powered chatbots can provide individuals with information about
their legal rights and options, and automated document assembly tools can help

individuals to prepare legal documents without the need for a lawyer. However, it
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is important to ensure that these tools are accurate and reliable, and that they do
not replace the need for legal advice and representation in complex cases. (MIS
=0, Al DIt R2 iU & H2l2t SE0 et B2 M3 = UA2H, s

BN
stel 22X A4 E4= BHsAe 2R 8l0l JHe0l HE 2ME EHIE = UAESE &=

= JAsUCh L olgdst ==IF d&toty) Mg = U= ot =&E& AtdlolA
HE XA L HelE HMGSHK $ES ot= 200l S2ELICH)

To enhance access to justice, it is also important to ensure that Al systems are
designed and used in ways that are inclusive and accessible to all individuals,
regardless of their background or circumstances. This includes ensuring that these
systems are available in multiple languages and that they are accessible to
individuals with disabilities. (At8 2482 =01 Al AIAEO0l BHZO0ILE A&0 2
HES0l 2= Mel0l 28 == U EZZH0LD 2 Jtsst gAaoz AT AES
EE o= A OJI0l= Olelst AIAES0l i HHE MBE0H EO0HRIO0l

XSk
[ -1

4.6 Efficiency (§84)

Efficiency involves ensuring that legal processes are conducted in a timely and
cost-effective manner. Al systems can help to improve the efficiency of the justice
system by automating routine tasks, managing case flows, and providing judges
and lawyers with real-time information and insights. (@84 Y& &EXDI &58t0
HE S 2822 LTS E&Hole A= ZEELICH Al AIAEE2 A4H0 s X
S3etotd At S ES 2tclotH BrAtet ©
M AtE AABIS SEHS S&AIII= O
For example, Al-powered case management systems can help to streamline the
scheduling of hearings, track the progress of cases, and ensure that deadlines are
met. This can help to reduce delays and backlogs in the court system, improving
the overall efficiency of the justice system. (HE S0, Al DBt At 22| A|AE2

ot =& 2&oles O =50 2 = US

M
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However, it is important to ensure that the use of Al to improve efficiency does
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not come at the expense of fairness or access to justice. Legal professionals must

carefully balance the need for efficiency with the need to uphold the core

principles of the justice system. (2Lt 84S =0/1J| ol AIE Aol 20| 2
HAHOILF AIYH E24S SIMoHK 2E= ol 2101 SRELICH HE M2Ile 224
Of THSH A AR AAES A Rz SAE ZRAH AWM AS6HH ZES

5 Conclusion (Z22&)

The integration of Al and automated decision—making systems in the justice system
presents both opportunities and challenges. By understanding the key terms and
tools associated with Al, legal professionals can better navigate the evolving
landscape and harness the benefits of these technologies while mitigating their
risks. (AR AIAEON Al & XS A2 Jlgle ENME

StEl OIAF 23 AAEHZ SE
DS MISLICH AR ZESE =0 O TRZ O|HEOZ N HE M2II= HEE

=2 odg
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rr
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[t is crucial to address the ethical, legal, and technical challenges associated with
Al to ensure that its adoption benefits all stakeholders. By leveraging Al
responsibly, the legal profession can enhance access to justice, uphold the
principles of fairness and transparency, and improve the overall efficiency of the
justice system. (AIQ} 2= &2|&, HAE Jl== 2HE oiZotd MHEHOl 2= 0|l

AU 010l EI== ot 20l SQEUILH AIE HZZ AN HES2ZMN EE
A =

AE2 MY E2dS A0 Sl S FRS RACHH AFE AIAEo H
BHHQl S EHS SHAZ = AsUTH)

Legal professionals must remain vigilant and proactive in addressing the challenges
posed by Al. This includes staying informed about the latest developments in Al,
advocating for robust legal frameworks and ethical guidelines, and ensuring that Al
systems are used in ways that uphold the core values of the justice system. (H&
=20t AIDE HJlote =& 0l CHolt Z Aot H=H2=2 HXai0F & LICH

o
o Fl& e FEE =AXotll Z=Es B Dy & &cldE NES S83otH Al
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Ch.)
By working together, the legal profession, policymakers, and technologists can

ensure that Al serves as a tool for enhancing justice and promoting the rule of

otk & Il &82JHt gE€otW ADE H2E Zatotl) #XI=s

law. (B1& &=, ¥ ' &
o2 ZXGE CTR BBY + U= PBHE & YsUCH)
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